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Abstract

A method is presented to simultaneously separate the contributions to a sample of

B0
(s) → h+h′− decays, where h = π or K, and measure the B meson lifetimes in the

sample while correcting for the bias in the lifetime distributions due to the hadronic

trigger at the CDF experiment.

Using 1 fb−1of data collected at CDF the B0 lifetime is measured as

τB0 = 1.558+0.050
−0.047 stat

± 0.028 syst ps,

in agreement with the world average measurement. The B0
s lifetime in the B0

s → K+K−

decay is measured as

τB0
s→K+K− = 1.51+0.13

−0.11 stat
± 0.04 syst ps.

No difference is observed between this lifetime and other measurements of the average

B0
s lifetime or the lifetime of the light B0

s mass eigenstate determined from B0
s → J/ψφ

decays.

With the assumptions that B0
s → K+K− is 100% CP-even and that τB0

s
= τB0 the

width difference in the B0
s system is determined as

∆ΓCP

Γ
= 0.03+0.17

−0.15 stat
± 0.05 syst

using the current world average B0 lifetime. This is consistent with zero and with the
current world average measurement.
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Introduction

This thesis is concerned with measuring the lifetime of the B0
s meson in the decay B0

s →

K+K−. The B0
s → K+K− decay can be described by Standard Model processes but

may also be sensitive to physics beyond the Standard Model. Chapter 1 discusses the

theoretical motivation for this analysis. The B0
s mesons used for this analysis have been

produced at the Tevatron accelerator at the Fermi National Accelerator Laboratory and

detected by the Collider Detector at Fermilab (CDF). These are described in chapter 2.

The reconstruction and selection of the data from CDF for this analysis, as well as

simulated data used for testing the analysis methods, are discussed in chapter 3.

Measuring the B0
s → K+K− lifetime in this data sample is complicated by two

factors. Firstly, there are a number of very similar decays, such as B0 → K+π− and

B0 → π+π−, which can not be separated from B0
s → K+K− decays on an event by

event basis; however, they may be statistically disentangled and this is the subject

of chapter 4. Secondly, the methods used to collect the data bias the distribution of

lifetimes in the data sample. Chapter 5 describes a method to remove this bias. The

methods of chapters 4 and 5 are combined in chapter 6.

Chapter 7 studies the performance of the methods used in this analysis and assesses

the systematic uncertainties on the measurements. Finally the results of this analysis

are presented and discussed in chapter 8.

1



Chapter 1

B meson lifetimes

1.1 Introduction

This thesis is concerned with the lifetime of the B0
s meson in its decay to K+K−.

The physics describing this process is contained within the Standard Model of par-

ticle physics (SM) [1] which describes the properties of elementary particles and the

interactions between them. The particles of the Standard Model can be divided in to

fermions (fractional spin particles) and bosons (integer spin particles). The fundamen-

tal fermions consist of six quarks, six leptons and their anti-particles. The fundamental

fermions of the Standard Model and some of their properties are summarised in ta-

ble 1.1.

The Standard Model is a quantum field theory based on gauge invariance with

the symmetry group SU(3)C × SU(2)L × U(1)Y . It describes the strong, weak and

electromagnetic interactions. SU(3)C describes the strong force which is mediated

by eight, massless, spin-1 gluons that interact with the colour charge, C, carried by

all quarks and gluons. The electromagnetic and weak interactions are unified in the

Standard Model as a single electroweak interaction, described by SU(2)L × U(1)Y .

Spontaneous symmetry breaking leads to the electromagnetic force, mediated by the

2



1.2 The CKM description of quark transitions 3

Quarks
Generation Particle Symbol Charge (e) Mass

I
up u +2/3 1.5 to 3.3 MeV/c2

down d −1/3 3.5 to 6.0 MeV/c2

II
charm c +2/3 1.27+0.07

−0.11 GeV/c2

strange s −1/3 104+26
−34 MeV/c2

III
top t +2/3 171.2± 2.1 GeV/c2

bottom b −1/3 4.20+0.17
−0.07 GeV/c2

Leptons
Generation Particle Symbol Charge (e) Mass

I
electron e −1 0.51 MeV/c2

electron neutrino νe 0

II
muon µ −1 105.66 MeV/c2

muon neutrino νµ 0

III
tau τ −1 1776.84± 0.17 MeV/c2

tau neutrino ντ 0

Table 1.1: Properties of the observed fundamental fermions [2]. The observation of
neutrino oscillations [3] indicates that the squared mass difference between the neutrino
species is non zero so at least two of the neutrino types have mass; however, the mass
of each type is yet to be determined.

massless photon, and the weak force, mediated by the massive, charged W± and neutral

Z0 bosons [4, 5].

The predictions of the Standard Model have been experimentally tested to remark-

able accuracy. Much of current experimental research is looking for hints of physics

that can not be described by the Standard Model and require a new theory. This is

frequently referred to as new physics (NP).

The remainder of this chapter will concentrate on the physical processes behind B

meson lifetimes, particularly in the decay B0
s → K+K−.

1.2 The CKM description of quark transitions

B mesons are produced through quark hadronisation as flavour specific eigenstates:

B0 =
∣∣bd
〉
; B+ =

∣∣bu
〉
; B0

s =
∣∣bs
〉
; B+

c =
∣∣bc
〉

and the corresponding anti-particles.

The lightest B meson states decay only via the weak interaction with the heavy quark



1.2 The CKM description of quark transitions 4

decaying as b → Wq where q = u, c. The Lagrangian for the charged current weak

interaction is

LCC = − g2√
2

(
uL, cL, tL

)
γµVCKM


dL

sL

bL

W±
µ (1.1)

where the Cabibbo-Kobayashi-Maskawa matrix (VCKM) transforms between the mass

and weak eigenstates [6, 7]:


d′

s′

b′

 =


Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb

 ·


d

s

b

 . (1.2)

The elements of VCKM may be complex and so it contains 2 × 32 real parameters,

four of which are independent. One common parameterisation is the perturbative

parameterisaton proposed by Wolfenstein [8]:

VCKM =


1− λ2/2 λ Aλ3 (ρ− iη)

−λ 1− λ2/2 Aλ2

Aλ3 (1− ρ− iη) −Aλ2 1

+O(λ4). (1.3)

The parameters are, from experiment, λ ≈ 0.2, A ≈ 0.8, ρ ≈ 0.1 and η ≈ 0.3 [2].

This parameterisation highlights the relative strengths of the quark couplings with

the diagonal elements of order 1, which represent transitions within quark generations,

transitions between neighbouring generations are of order λ or λ2 and transitions across

2 generations are of order λ3. It is the presence of a complex phase in the quark

transitions that allows CP violation in the Standard Model.
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1.3 Lifetimes of B mesons

A b quark decays to either a c or u quark via a virtual W boson. The lifetime of a free

b quark for a hadronic W decay to q1q2 is

Γq1q2 (b → q) =
3G2

Fm
5
b

192π3
3|Vq1q2|2|Vqb|2F (εq) (1.4)

where mb is the b quark mass, GF the Fermi coupling constant and F (ε2) is a phase

space factor. The b quark lifetime is directly connected to the elements Vqb of the

VCKM matrix. To first order the lifetimes of B mesons can be determined according the

spectator model. In this model the decay of the B meson is dominated by the b quark

with the lighter quark, q, merely a spectator. In the spectator model the lifetime of

the B mesons is determined by equation 1.4 and all B mesons should have the same

lifetime. In fact the observed hierarchy of B meson lifetimes is

τB+
c
< τB0

s
≈ τB0 < τB+ . (1.5)

The presence of a hierarchy of lifetimes indicates that the lighter quark in the B meson

does influence the decay.

The differences in the B meson lifetimes can be understood using Heavy Quark

Expansion Theory (HQE) (see for example [9, 10, 11]) which is based in Quantum

Chromodynamics (QCD). In HQE the decay rate is expressed in an expansion series

of 1/mb. The leading order terms are equal to the spectator model. Terms of order

1/m2
b are higher order corrections associated only with the b quark and so do not lead

to a difference in B meson lifetimes. Terms of order 1/m3
b describe effects between the

constituent quarks. In general, measurements of B meson lifetimes test HQE.
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1.5 Neutral B mesons 19

We observe that a non-vanishing value can be generated through the interference between the two
weak amplitudes, provided both a non-trivial weak phase difference ϕ1 − ϕ2 and a non-trivial strong
phase difference δ1 − δ2 are present. This kind of CP violation is referred to as “direct” CP violation,
as it originates directly at the amplitude level of the considered decay. It is the B-meson counterpart
of the effects probed through Re(ε′/ε) in the neutral kaon system, and recently established only in
the B0 → K+π− decay [11].

Since ϕ1 − ϕ2 is in general given by one of the UT angles – usually γ – the goal is to extract
this quantity from the measured value of ACP. Unfortunately, hadronic uncertainties affect this
determination through the poorly known hadronic matrix elements present in (1.50). In order to deal
with this problem, we may proceed along one of the following two avenues:

(i) Amplitude relations can be used to eliminate the hadronic matrix elements. We distinguish
between exact relations, using pure “tree” decays of the kind B+ → K+D [9, 10] or B+

c → D+
s D

[45], and relations which follow from the flavour symmetries of strong interactions, i.e. isospin
or SU(3)F, and involve B(s) → ππ,πK,KK modes [46].

(ii) In decays of the neutral B0
q mesons, interference effects between B0

q–B̄0
q mixing and decay pro-

cesses may cause “mixing-induced CP violation” (see sec. 1.5.4). If a single CKM amplitude
governs the decay, the hadronic matrix elements cancel in the corresponding CP asymmetries;
otherwise we have to use again amplitude relations. The most important example is the decay
B0

d → J/ψKS [47] (see sec. 1.5.4).

1.5 Neutral B mesons

W−W+

q̄

b

b̄

q

W+

W−

s̄

b

b̄

s

Figure 1.5: Box diagrams contributing to B0
q -B0

q flavor mixing.

Within the Standard Model, B0
q–B̄0

q mixing (q ∈ {d, s}) arises from the box diagrams shown in
Fig. 1.5. Because of this phenomenon, an initially, i.e. at time t = 0, present B0

q -meson state evolves
into a time-dependent linear combination of B0

q and B̄0
q states:

|Bq(t)〉 = a(t)|B0
q 〉 + b(t)|B̄0

q 〉, (1.58)

Figure 1.1: Lowest order Feynman diagrams that allow mixing in the B-meson system.

1.4 Mixing in neutral B mesons

The B0
(s) and B0

(s) are produced as strong eigenstates. If VCKM were diagonal these

states would be stable; however, the small off diagonal terms allow transitions between

B0
(s) and B0

(s). Mixing between the two states allows the originally produced B meson

to evolve into a quantum superposition of both states:

a(t)|B〉+ b(t)|B〉 (1.6)

where a(t)2 + b(t)2 = 1. Figure 1.1 shows the lowest order Feynman diagrams that

allow mixing. The time evolution of the state is governed by the effective Schrödinger

equation

i
∂

∂t

a(t)
b(t)

 =

M11 − i
2
Γ11 M12 − i

2
Γ12

M∗
12 − i

2
Γ∗12 M22 − i

2
Γ22

×

a(t)
b(t)

 (1.7)

where the mass matrix M and the decay matrix Γ are time independent Hermitian

matrices. Charge parity time (CPT) invariance requires that M11 = M22 ≡ M and

Γ11 = Γ22 ≡ Γ. The elements of M and Γ can be calculated from the amplitudes in the

box diagrams, figure 1.1. The eigenstates of the Hamiltonian are the mass eigenstates

and can be expressed as a linear combination of the flavour eigenstates:

|BL,H〉 = p|B〉 ± q|B〉 (1.8)
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where the subscripts L and H indicate the light and heavy mass states respectively and

|p|2 + |q|2 = 1. The corresponding eigenvalues are

λL,H =

(
M − i

2
Γ

)
± q

p

(
M12 −

i

2
Γ12

)
(1.9)

where

q

p
=

√
M∗

12 − i
2
Γ∗12

M12 − i
2
Γ12

. (1.10)

The time evolution of the mass eigenstates is governed by the eigenvalues

|BL,H(t)〉 = e−iλL,Ht|BL,H〉 (1.11)

where |BL,H〉 = |BL,H(t = 0)〉. Defining ML,H = <(λL,H) and ΓL,H = −2=(λL,H) this

becomes

|BL,H(t)〉 = e
−

“
iML,H+

ΓL,H
2

”
t|BL,H〉. (1.12)

This can be translated into the time evolution of the flavour eigenstates as

|B(t)〉 = g+(t)|B〉+
q

p
g−(t)|B〉 (1.13)

|B(t)〉 =
q

p
g−(t)|B〉+ g+(t)|B〉 (1.14)

where g±(t) = 1
2
(e−iλLt ± e−iλH t). The time dependent probability that an initial state

decays as a particular flavour specific state can be calculated as

∣∣〈B|B(t)〉
∣∣2 =

∣∣∣∣pq
∣∣∣∣2 |g−(t)|2 , (1.15)

∣∣〈B|B(t)〉
∣∣2 =

∣∣∣∣qp
∣∣∣∣2 |g−(t)|2 , (1.16)

|〈B|B(t)〉|2 = |g+(t)|2 , (1.17)∣∣〈B|B(t)〉
∣∣2 = |g+(t)|2 (1.18)
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where

|g+(t)|2 =
1

2

(
cosh

(
∆Γt

2

)
± cos(∆mt)

)
e−Γt. (1.19)

The mass and width difference have been defined as

∆m ≡MH −ML and ∆Γ ≡ ΓL − ΓH. (1.20)

In addition the average mass and width are commonly defined as

m ≡ MH +ML

2
and Γ ≡ ΓL + ΓH

2
. (1.21)

In this convention ∆m is positive by definition. The sign of ∆Γ needs to be deter-

mined experimentally but the Standard Model predicts that it should be positive.

Equations 1.13, 1.14 and 1.19 describe the phenomena of flavour oscillations where

∆m describes the frequency of the oscillations and ∆Γ is the modulation term.

It is possible to express ∆m and ∆Γ in terms of three physical quantities of neutral

B mixing; that is |M12|, |Γ12| and the relative phase between M12 and Γ12:

φ = arg

(
−M12

Γ12

)
. (1.22)

A simple, approximate solution can be found by making the assumptions

|Γ12| � |M12| and ∆Γ � ∆m (1.23)

which hold empirically for both the B0 and B0
s systems. Expanding in Γ12/M12 provides

∆m ≈ 2 |M12| , (1.24)

∆Γ ≈ 2 |Γ12 cosφ| (1.25)

q

p
≈ −e−iφM

(
1− a

2

)
(1.26)
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where parameter a is defined as

a = = Γ12

M12

=

∣∣∣∣ Γ12

M12

∣∣∣∣ sinφ (1.27)

and φM is the phase of M12,

M12 = |M12| eiφM . (1.28)

1.5 ∆Γs in the Standard Model

Consider equations 1.8 and 1.10; if |q/p|2 = 1 then the CP eigenstates are equivalent

to the mass eigenstates. For the B0
s system:

|BL〉 = |BCP-even〉 =
1√
2
|B0

s〉 −
1√
2
|B0

s〉 (1.29)

|BH〉 = |BCP-odd〉 =
1√
2
|B0

s〉+
1√
2
|B0

s〉. (1.30)

CP-violation in B mixing is allowed if |q/p|2 deviates from 1. This will only occur

if Γ12 6= 0, M12 6= 0 and if the CP violating phase φ is different from 0 or π. In

the Standard Model M12 arises from the virtual top quark contribution in the mixing

diagram (figure 1.1). Γ12 is dominated by b → ccs decays, transitions which do not

involve a CP violating phase. Only contributions to Γ12 of the suppressed decays

b → cus, ucs and uus can introduce a CP violating phase in the Standard Model and

so CP violation in mixing is negligible in the B0
s system and can be assumed to be zero.

U. Nierste and A. Lenz have explored what physical processes can yield measure-

ments of the B0
s width difference (∆Γs) in Standard Model processes. They have

also explored how experimental measurements of these processes might be sensitive to

physics beyond the Standard Model [12]. Their work forms the basis of the discussion

which follows and provides the theoretical motivation for this analysis.
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1.5.1 b → ccs decay in the Standard Model

The time evolution of a B0
s/B0

s decay to a final state f can be described by

Γ(f, t) ∝
∣∣〈f | B0

s L〉
∣∣2 e−ΓLt +

∣∣〈f | B0
sH〉
∣∣2 e−ΓHt. (1.31)

The Standard Model b → ccs decay amplitude has a negligible CP violating phase. For

the decay to a CP-even eigenstate such as f = (J/ψφ)L=0 (where the orbital angular

momentum between the final state particles, L = 0)

〈(J/ψφ)L=0 | B0
sH〉 = 〈(J/ψφ)L=0 | BCP-even

s 〉 = 0 (1.32)

and the lifetime measured using B0
s (B

0
s ) → (J/ψφ)L=0 determines ΓL.

For a flavour specific decay, such as B0
s → D±

s π
∓ or semi-leptonic B0

s decays, the

decays B0
s → f and B0

s → f are forbidden so |〈f | B0
s L〉| = |〈f | B0

sH〉| and

Γ(f, t) ∝ e−ΓLt + e−ΓHt. (1.33)

The lifetime measured in a flavour specific mode provides a weighted average of ΓL and

ΓH.

The lifetime measured using B0
s (B

0
s ) → (J/ψφ)L=0 can be combined with the lifetime

measured using flavour specific B0
s decays to determine ∆Γs. An alternative approach

is to use the B0 rather than flavour specific B0
s lifetime. Theory predicts [13] that

ΓB0
s
≡ ΓL + ΓH

2
= ΓB0 +O(1%) (1.34)

and ∆Γs can be calculated as

∆Γs = 2(ΓL − ΓB0
s
). (1.35)
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Measuring the B0
s lifetime in B0

s (B
0
s ) → (J/ψφ)L=0 is not straightforward as the

L = 0 contribution has to be disentangled from L = 1 (CP-odd) and L = 2 (CP-even)

contributions to B0
s → J/ψφ. This can be done using an angular analysis which can

also be used to determine ∆Γs = ΓL − ΓH [14, 15]. The latest CDF measurement in

this mode obtained [16]

∆Γs = 0.076+0.059
−0.063 ± 0.006 ps−1 (1.36)

τs = 1.52± 0.04± 0.02 ps−1 (1.37)

where in each case the first uncertainty is statistical and the second systematic.

In addition to measuring ∆Γs the angular analysis of B0
s → J/ψφ can simultaneously

determine the angle βs, which in the Standard Model is

βSM
s = arg

(
−VtsV

∗
tb

VcsV ∗
cb

)
(1.38)

and βSM
s ≈ 0.02 [17]. βs may be modified by the presence of physics beyond the

Standard Model. A 1.8σ deviation from the Standard Model prediction of ∆Γs and βs

has recently been observed at CDF [18].

1.6 ∆Γs beyond Standard Model

The B0
s width difference is, from equation 1.25, ∆Γs ≈ 2 |Γ12 cosφ|. Γ12 derives from

tree level processes and is difficult to change significantly in models of new physics so

it can be assumed that Γ12 = Γ12,SM, that is, Γ12 in the Standard Model. New physics

models can, therefore, only affect ∆Γs through cosφ. φ can be written as the sum

of Standard Model and new physics contributions so cosφ = cos(φSM + φNP). The

Standard Model mixing CP-violating phase, φSM = 0 and so

∆Γs = ∆ΓSM cosφNP. (1.39)
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1.6.1 b → ccs decay beyond the Standard Model

If φNP 6= 0 then B0
s L and B0

sH are no longer CP-eigenstates. This means that both

mass eigenstates can decay into (J/ψφ)L=0. Consider the time evolution of a decay

B0
s (B

0
s ) → f described in equation 1.31. For a b → ccs decay into a CP-even state,

such as (J/ψφ)L=0,

∣∣〈fCP+ | B0
s L〉
∣∣2 =

1 + cosφNP

2

∣∣〈fCP+ | BCP-even
s 〉

∣∣2 (1.40)

and

∣∣〈fCP+ | B0
sH〉
∣∣2 =

1− cosφNP

2

∣∣〈fCP+ | BCP-even
s 〉

∣∣2 . (1.41)

In the presence of a new mixing phase, φNP, equation 1.31 becomes

Γ(f, t) ∝ 1 + cosφNP

2
e−ΓLt +

1− cosφNP

2
e−ΓHt (1.42)

and the lifetime measured in B0
s → (J/ψφ)L=0 is no longer ΓL.

1.6.2 b → sss decay beyond the Standard Model

Unlike b → ccs, which is a tree-level process, b → sss can only occur via penguin

processes (see, for example, the lowest order Feynman diagrams in figures 1.2 and 1.3).

In the Standard Model there is no direct CP-violating phase in the b → sss transition;

however, models of new physics can introduce a CP phase, σNP, through the addition

of new particles which may participate in the loops of the penguin diagrams.

For a b → sss decay into a CP-even eigenstate fCP+, such as fCP+ = (φφ)L=0,

〈fCP+ | B0
s〉 ∝ eiσ

NP

and 〈fCP+ | B0
s〉 ∝ −e−iσ

NP

. (1.43)
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26 Chapter 1. CP violation and charmless B decays

decays of B0
s (along with B0 and B+) mesons into charged final states and to exploit the very promis-

ing physics potential of the Bs system. Consequently, Bs physics is in some sense the “El Dorado”
for B experiments at hadron colliders. In fact only simultaneous measurement of B0, B+ and B0

s

observables can fully exploit U-spin symmetries to cancel out hadronic uncertainties and probe the
electroweak and QCD structure.

Amplitudes of B0
(s) → h+h

′− decays are dominated by b̄ → ū (tree-type) and b̄ → s̄(d̄) (penguin-
type) quark transitions (see figs. 1.6–1.9). The observed decay-rates are O(10−5) and smaller because
the former processes involve leading-order diagrams that are CKM suppressed (|Vub| " |Vcb|), while
the latter involves higher-order diagrams.

W+

d, s

b̄

d, s

ū

d̄, s̄

u

W+

d, s

b̄

d, s

d̄, s̄

u

ū

Figure 1.6: Color-allowed (left panel) and color-suppressed (right panel) tree (T) diagram contributing
to B0

(s) → h+h
′− decays.

W

g

d, s

b̄

d, s

ū, d̄, s̄

u, d, s

d̄, s̄

Figure 1.7: QCD-penguin (P) diagram contributing to B0
(s) → h+h

′− decays.

Several strategies based on flavor symmetries were proposed to control the hadronic uncertainties
in the predictions of B0

(s) → h+h
′− amplitudes. In the following, we first focus the discussion on the

U-spin flavor-symmetry because it has a specific interest in the context of this analysis and second we
study the phenomenology of individual B0

(s) → h+h
′− mode.

1.7.1 Amplitude relations from U-spin flavor symmetry

The U-spin symmetry is a sub-group of the SU(3) flavor symmetry under which d quarks transform
into s quarks. The B0 → π+π− and the B0

s → K+K− decays are an example of completely U-spin-
symmetric channels. Relations (1.98)–(1.101) show an extended set of U-spin-symmetric decay modes

Figure 1.2: Strong penguin diagram for B0
s → φφ and B0

(s) → h+h′− decays.

1.7 Phenomenology of B0
(s) → h+h

′− modes 27

W

Z0/γ

d, s

b̄

d, s

d̄, s̄

ū, d̄, s̄
u, d, s

W

Z0/γ

d, s

b̄

d, s

ū, d̄, s̄

u, d, s

d̄, s̄

Figure 1.8: Color-allowed (PEW, left panel) and color suppressed (PC
EW, right panel) electroweak

penguin diagram contributing to B0
(s) → h+h

′− decays.

W

d, s

b̄

u

d̄, s̄, ū

d, s, u

ū

W

d, s

b̄

u, d, s

d̄, s̄, ū

d, s, u

ū, d̄, s̄

Figure 1.9: W -exchange (E, left panel) and penguin-annihilation (PA, right panel) diagram contribut-
ing to B0

(s) → h+h
′− decays.

along with their amplitudes (indicated following the classification of figs. 1.6–1.9)

B0 → π+π−
︸ ︷︷ ︸

T+P+ 2
3PC

EW+PA+E

d ←→ s B0
s → K+K−

︸ ︷︷ ︸
T+P+ 2

3PC
EW+PA+E

(1.98)

B0 → K+π−
︸ ︷︷ ︸
T+P+ 2

3PC
EW

d ←→ s B0
s → K−π+

︸ ︷︷ ︸
T+P+ 2

3PC
EW

(1.99)

B0 → K+π−
︸ ︷︷ ︸
T+P+ 2

3PC
EW

d
spect.←→ s B0

s → K+K−
︸ ︷︷ ︸

T+P+ 2
3PC

EW+PA+E

(1.100)

B0 → π+π−
︸ ︷︷ ︸

T+P+ 2
3PC

EW+PA+E

d
spect.←→ s B0

s → K−π+

︸ ︷︷ ︸
T+P+ 2

3PC
EW

(1.101)

The “spect.” superscript labels relations in which U-spin-symmetry is applied only to the “spectator”
quark, i. e., the valence quark of the B0

(s) meson that does not participate to the weak, quark-level
process governing the decay. In these cases, where the U-spin transformation regards only the spectator
quark, two decay modes can be treated as U-spin partners only if the effect of annihilation and exchange
diagrams (see fig. 1.9), in which both quarks of the B0

(s) meson participate to the weak transition, is
assumed negligible. This assumption can be verified experimentally by measuring the rates of other
B0

(s) → h+h
′− decays (see sec. 1.7.7).

Figure 1.3: Weak penguin diagrams for the B0
s → φφ and B0

(s) → h+h′− decays.
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The coefficients in the time evolution of a decay B0
s (B

0
s ) → fCP+ are, in this case,

∣∣〈fCP+ | B0
s L〉
∣∣2 =

1 + cos(φNP + 2σNP)

2

∣∣〈fCP+ | BCP-even
s 〉

∣∣2 (1.44)

and

∣∣〈fCP+ | B0
sH〉
∣∣2 =

1− cos(φNP + 2σNP)

2

∣∣〈fCP+ | BCP-even
s 〉

∣∣2 . (1.45)

For b → sss decays, equation 1.31 becomes

Γ(f, t) ∝ 1 + cos(φNP + 2σNP)

2
e−ΓLt +

1− cos(φNP + 2σNP)

2
e−ΓHt. (1.46)

In the Standard Model there are no phases φ or σ in the b → sss decay and the

lifetime measured in the decay B0
s → (φφ)L=0 determines ΓL. In this case the lifetimes

measured in B0
s → (J/ψφ)L=0 and B0

s → (φφ)L=0 will be the same.

Compare equation 1.42 for b → ccs decays to equation 1.46 for b → sss. If the

lifetime measured in B0
s → (φφ)L=0 is longer than B0

s → (J/ψφ)L=0 then this implies

new physics in the decay amplitude b → sss with σNP 6= 0. The mixing phase may be

either φNP = 0 or φNP 6= 0. If the lifetime measured in B0
s → (φφ)L=0 is shorter than

B0
s → (J/ψφ)L=0 then this implies new physics in both the decay amplitude b → sss

and the mixing CP phase with σNP 6= 0 and φNP 6= 0.

The difficulty with studying B0
s → (φφ)L=0 experimentally is that, as with the

B0
s → (J/ψφ)L=0 decay, it needs to be disentangled from L = 1 and L = 2 B0

s → (φφ)L

decays. The branching ratio for B0
s → φφ is (1.4± 0.8)× 10−5 [2] and low statistics are

problematic for angular analysis.
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1.7 Phenomenology of B0
(s) → h+h

′− modes 27
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Figure 1.8: Color-allowed (PEW, left panel) and color suppressed (PC
EW, right panel) electroweak

penguin diagram contributing to B0
(s) → h+h

′− decays.
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Figure 1.9: W -exchange (E, left panel) and penguin-annihilation (PA, right panel) diagram contribut-
ing to B0

(s) → h+h
′− decays.

along with their amplitudes (indicated following the classification of figs. 1.6–1.9)

B0 → π+π−
︸ ︷︷ ︸

T+P+ 2
3PC

EW+PA+E

d ←→ s B0
s → K+K−

︸ ︷︷ ︸
T+P+ 2

3PC
EW+PA+E

(1.98)

B0 → K+π−
︸ ︷︷ ︸
T+P+ 2

3PC
EW

d ←→ s B0
s → K−π+

︸ ︷︷ ︸
T+P+ 2

3PC
EW

(1.99)

B0 → K+π−
︸ ︷︷ ︸
T+P+ 2

3PC
EW

d
spect.←→ s B0

s → K+K−
︸ ︷︷ ︸

T+P+ 2
3PC

EW+PA+E

(1.100)

B0 → π+π−
︸ ︷︷ ︸

T+P+ 2
3PC

EW+PA+E

d
spect.←→ s B0

s → K−π+

︸ ︷︷ ︸
T+P+ 2

3PC
EW

(1.101)

The “spect.” superscript labels relations in which U-spin-symmetry is applied only to the “spectator”
quark, i. e., the valence quark of the B0

(s) meson that does not participate to the weak, quark-level
process governing the decay. In these cases, where the U-spin transformation regards only the spectator
quark, two decay modes can be treated as U-spin partners only if the effect of annihilation and exchange
diagrams (see fig. 1.9), in which both quarks of the B0

(s) meson participate to the weak transition, is
assumed negligible. This assumption can be verified experimentally by measuring the rates of other
B0

(s) → h+h
′− decays (see sec. 1.7.7).

Figure 1.4: W-exchange and W-annihilation diagrams for the B0
(s) → h+h′− decays.

The unattached vertices involve the exchange of a neutral boson.
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decays of B0
s (along with B0 and B+) mesons into charged final states and to exploit the very promis-

ing physics potential of the Bs system. Consequently, Bs physics is in some sense the “El Dorado”
for B experiments at hadron colliders. In fact only simultaneous measurement of B0, B+ and B0

s

observables can fully exploit U-spin symmetries to cancel out hadronic uncertainties and probe the
electroweak and QCD structure.

Amplitudes of B0
(s) → h+h

′− decays are dominated by b̄ → ū (tree-type) and b̄ → s̄(d̄) (penguin-
type) quark transitions (see figs. 1.6–1.9). The observed decay-rates are O(10−5) and smaller because
the former processes involve leading-order diagrams that are CKM suppressed (|Vub| " |Vcb|), while
the latter involves higher-order diagrams.

W+

d, s

b̄

d, s

ū

d̄, s̄

u

W+

d, s

b̄

d, s

d̄, s̄

u

ū

Figure 1.6: Color-allowed (left panel) and color-suppressed (right panel) tree (T) diagram contributing
to B0

(s) → h+h
′− decays.

W

g

d, s

b̄

d, s

ū, d̄, s̄

u, d, s

d̄, s̄

Figure 1.7: QCD-penguin (P) diagram contributing to B0
(s) → h+h

′− decays.

Several strategies based on flavor symmetries were proposed to control the hadronic uncertainties
in the predictions of B0

(s) → h+h
′− amplitudes. In the following, we first focus the discussion on the

U-spin flavor-symmetry because it has a specific interest in the context of this analysis and second we
study the phenomenology of individual B0

(s) → h+h
′− mode.

1.7.1 Amplitude relations from U-spin flavor symmetry

The U-spin symmetry is a sub-group of the SU(3) flavor symmetry under which d quarks transform
into s quarks. The B0 → π+π− and the B0

s → K+K− decays are an example of completely U-spin-
symmetric channels. Relations (1.98)–(1.101) show an extended set of U-spin-symmetric decay modes

Figure 1.5: Colour allowed (left) and colour suppressed (right) tree-level diagrams for
the B0

(s) → h+h′− decays.

1.6.3 b → suu decay beyond the Standard Model

The decay B0
s → K+K− also has a small branching ratio, (3.3±0.9)×10−5 [2], however

there is only one final state, L = 0. B0
s → K+K− is facilitated by the decay b → suu

and is dominated by penguin decays such as those in figures 1.2, 1.3 and 1.4. As with

B0
s → (φφ)L=0, models of new physics can introduce a mixing phase φNP and, into

the b → suu decay amplitude, a CP phase σNP. Unlike b → ssu there is a small

tree amplitude present (figure 1.5) which already includes a small, Standard Model,

CP phase in the decay amplitude: σSM. The total direct CP phase is, therefore,

σ = σSM + σNP.

The time evolution of a decay B0
s (B

0
s ) → f for a b → suu decay into a CP-even
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state (such as B0
s → K+K−) is described by

Γ(f, t) ∝ 1 + cos(φNP + 2σ)

2
e−ΓLt +

1− cos(φNP + 2σ)

2
e−ΓHt. (1.47)

As with B0
s → (φφ)L=0, if the lifetime measured in B0

s → K+K− is longer than the

lifetime measured in B0
s → (J/ψφ)L=0 then σ 6= 0 and the mixing phase may be

φNP = 0 or φNP 6= 0. If the lifetime measured in B0
s → K+K− is shorter than the

lifetime measured in B0
s → (J/ψφ)L=0 then σ 6= 0 and φNP 6= 0. As has already been

stated there is a small Standard Model phase σSM for B0
s → K+K− decays so the

Standard Model predicts that σ = σSM 6= 0. B0
s → K+K− is predicted to be 95%

CP-even [19].

Assuming B0
s → K+K− to be 100% CP-even, a value of ∆Γs could be calculated

using ΓB0
s→K+K− = Γs+|∆Γs| /2. A value calculated in this way should not be combined

with measurements in other modes as B0
s → K+K− would be sensitive to a new physics

phase in the b → suu decay amplitude [12] while other decay modes are not.

1.7 Summary

This analysis is concerned with measuring the lifetime of the B0
s meson in B0

s → K+K−

decays. In the Standard Model B0
s → K+K− is predicted to be 95% CP-even and the

lifetime measured in a decay to a CP-even eigenstate gives the lifetime of the light mass

eigenstate, τL = 1/ΓL. Comparison of τL to the B0 lifetime allows ∆Γ to be calculated

as, in the Standard Model, τB0 ≈ τB0
s
.

The lifetime measured in B0
s → K+K− is particularly interesting because the B0

s →

K+K− decay is dominated by penguin processes. This means it is sensitive to new

physics processes that may effect the loops in the penguin diagrams; this shows up as

an additional CP phase in the b → suu decay amplitude. It is because of this sensitivity

that ∆Γ measured using B0
s → K+K−, assuming only Standard Model processes, should



1.7 Summary 17

not be combined with measurements using other modes in a world average. Comparing

the lifetime measured in B0
s → K+K−, which is sensitive to both new mixing and direct

CP phases, to the lifetime measured in B0
s → (J/ψφ)L=0, which is only sensitive to a

new mixing CP phase, can probe new physics in the b → s decay amplitude.



Chapter 2

The CDF detector at the Fermilab

Tevatron accelerator

2.1 Introduction

B0
s mesons can be produced in the collisions of protons and antiprotons. Beams of

protons and antiprotons are produced, accelerated and collided at the Tevatron parti-

cle accelerator (described in section 2.2) at the Fermi National Accelerator Laboratory

(FNAL) in Illinois, U.S.A. The products of the proton-antiproton collisions are de-

tected by the Collider Detector at Fermilab (CDF), described in section 2.3. CDF

is a multipurpose detector with many components including tracking detectors (sec-

tion 2.4), calorimeters (section 2.6) and muon chambers (section 2.7). The rate at

which collision events are produced at CDF, by the Tevatron, is orders of magnitude

higher than the rate at which the information about them can be stored, so a trigger is

employed to select select collision events which may contain interesting physics (such

as B0
s → K+K− decays). The trigger and in particular the trigger path which selects

B0
s → K+K− and other B0

(s) → h+h′− type events is discussed in section 2.8.

18
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Accelerator Concepts

Version 3.0 (June, 2002) Printed 8/24/04

I.  INTRODUCTION

A.  Purpose of the book.

Learning about the various accelerators and subsystems found at the lab is a full time job.

The intent of this book is to familiarize the new operator with some of the accelerator concepts

that he or she will encounter again and again.

B.  Characteristics of Fermilab accelerators

The Operations Department is responsible for the efficient running of a number of

different accelerator systems: The Pre-accelerator, Linac, and Booster (collectively known as the

Proton Source), Main Injector, Tevatron, Debuncher and Accumulator.  (These last two

machines are referred to as the Antiproton Source).  Operators are also responsible for operating

the various transfer lines between the different accelerators as well as those between accelerators

and experiments.  In the next few pages, this Rookie Book will address the general

characteristics of these machines.

Below, you will find a map of the FNAL site and a brief introductory description of each

of the accelerators found here.

As an aid to understanding the terminology used to describe the beam energies reached in

the various accelerators, it is useful to define the unit ‘eV’, or electron volt.  One eV is the

amount of kinetic energy given to a particle with the same charge as an electron crossing a

potential difference of one volt.  This unit is most useful for our purposes in much larger

Figure 2.1: The Fermilab accelerator complex (reproduced from [20]).

2.2 The Tevatron

The Tevatron is a particle accelerator colliding protons and antiprotons at a centre of

mass energy of 1.96 TeV. These energies are obtained by a series of accelerator systems

which are shown in figure 2.1. A description of the accelerator complex can be found

in [20].

The accelerator systems are made up of the proton source (the Pre-accelerator,

Linac and Booster), the antiproton source (Debuncher and Accumulator), the Main

Injector and the Tevatron. The Pre-accelerator is a Cockcroft-Walton accelerator which

accelerates H− ions to an energy of 750 keV. The H- ions are then sent to the Linear

Accelerator (Linac) which further accelerates the H− ions to 400 MeV. From here the

H− ions can be sent to the Booster, a 75 m radius synchrotron. At this stage the

H− ions are stripped of their electrons, by passing them through a carbon foil, leaving

protons which are accelerated to 8 GeV in the Booster ready to be sent to the Main

Injector.

The Main Injector is a synchrotron with 3 km circumference and several modes

of operation. The Main Injector can accelerate the 8 GeV protons from the Booster
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to either 120 GeV or 150 GeV depending on their final destination: the antiproton

source or the Tevatron. The Main Injector also accepts 8 GeV antiprotons from the

antiproton source which it accelerates to 150 GeV ready to be sent to the Tevatron.

The antiproton source consists of the Debuncher and the Accumulator. 120 GeV

protons from the Main Injector are directed to strike a nickel target producing a spray

of secondary particles. Antiprotons with a momentum of around 8 GeV are selected

from these and sent to the Debuncher, a synchrotron, where they are stochastically

cooled [21]. The cooled, 8 GeV antiprotons are then sent to the Accumulator (the

second synchrotron in the antiproton source, sharing the same tunnel). Here the 8

GeV antiprotons are stored and cooled while more antiprotons are being produced.

An electron cooling system has been included in the recycler since August 2005 [22].

When enough antiprotons have been produced they can be sent to the Main Injector

to be accelerated further to 150 GeV.

The Tevatron, a synchrotron with a circumference of just over 6 km, is the final stage

in the Accelerator chain. The Tevatron accelerates 150 GeV protons and antiprotons

from the Main Injector to their final energy of 980 GeV. When loading the Tevatron 7

bunches of protons are injected into the Main Injector from the booster, These bunches

are accelerated up to 150 GeV and coalesced into one bunch which is transferred to the

Tevatron. This is repeated until there are 36 proton bunches orbiting the Tevatron.

Then the antiprotons may be loaded. Antiprotons are sent to the Main Injector from

the antiproton source in sets of 4 times 7 bunches which are accelerated to 150 GeV

and coalesced into 4 bunches then sent on to the Tevatron. This is repeated 9 times so

there are 36 antiproton bunches in the Tevatron. Once all of the proton and antiproton

bunches are loaded the two, counter-rotating, beams are both accelerated up to 980

GeV. The interval between proton and antiproton bunches is 396 ns.

Once the protons and antiprotons have been accelerated to 980 GeV they are fo-

cused by quadrupole magnets and brought together to collide at the two interaction
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regions, CDF and DØ. The two beams can be kept in the Tevatron for several hours

until the luminosity drops below a useful value (or some problem causes the beam to

be lost). The average store length is about 14 hours.

Figure 2.2 shows the integrated luminosity delivered by the Tevatron over time

as well as the peak luminosity in each store. During the period from February 2002

to March 2006 approximately 1.2 fb−1 were recorded to tape at CDF. Data quality

requirements reduce the sample to the 1 fb−1 used in this analysis1. To date, over 4

fb−1 has so far been delivered by the Tevatron with nearly 3.5 fb−1 written to tape at

CDF. The Tevatron is planned to operate until 2010.

2.3 The CDF II detector

The CDF II detector is a general purpose detector for the study of interactions from pp̄

collisions at an energy of 1.96 TeV at the Fermilab Tevatron collider. A cross-section

of the detector is shown in figure 2.3. CDF II consists of tracking elements, which are

located within a 1.4 T solenoidal magnet, and calorimeters and muon chambers which

are located outside of the solenoid. A detailed description of the CDF II detector can

be found in the Technical Design Report [25]. Here only a brief description of the

detector components is given with more emphasis on those most important to this

analysis, namely the tracking systems and trigger.

2.3.1 The co-ordinate system

CDF uses a right-handed Cartesian co-ordinate system with the origin at the centre

of the detector. The direction of the proton beam defines the z-axis while the x-axis

1Good performance from the tracking detectors (see section 2.4) is required for this analysis. Data
is retained only if the silicon systems and drift chamber are both operating well. In 2004 the drift
chamber was found to be ageing unexpectedly quickly [24] and, in order to preserve it, was confined
to operate below the standard necessary for this analysis. The ageing was reversed at the end of 2004
and the drift chamber returned to full operation.
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Figure 2.2: The integrated (top) and peak (bottom) luminosity delivered by the Teva-
tron over time. The bottom figure also shows the peak luminosity (times 20) averaged
over 20 bins. Taken from [23].
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Figure 2.3: Cross-section of one half of the CDF detector [26].

points away from the centre of the Tevatron. The geometry of the detector lends itself

to description using a cylindrical co-ordinate system (r, φ, z). Reference is often made

of the polar angle, θ, and pseudorapidity, η, which is defined as

η ≡ − log

(
tan

θ

2

)
. (2.1)

The transverse plane is defined as the plane perpendicular to the z direction.

2.4 Tracking systems

The tracking systems at CDF provide precision 3-dimensional measurements of the

tracks of charged particles as well as precision measurements of the displacement of

tracks from the interaction point. The tracking system, shown in figure 2.4, consists

of four sub-systems: an open cell drift chamber outside three silicon microstrip vertex

detector systems. Surrounding the four sub-detectors is a 5 m long super-conducting



2.4 Tracking systems 24

TIME OF FLIGHT

SVX II
5 LAYERS

m

η

=2η

η =3

EM CENTRAL CALORIMETER

HAD CENTRAL CALORIMETER

SOLENOID

COT

EN
D 

PL
UG

 E
M

 C
AL

O
RI

M
ET

ER

EN
D 

PL
UG

 H
AD

RO
N 

CA
LO

RI
M

ET
ER

CAL.

m
=1

END WALL
HAD

INTERMEDIATE SILICON LAYERS
LAYER 00

Figure 2.4: Elevation of one quadrant of the CDF tracking volume. Part of the
calorimeter systems are also shown (the hadronic central calorimeter extends beyond
the range of this diagram). The muon chambers are not shown. (Image adapted
from [27].)

solenoid which provides a 1.4 Tesla magnetic field within the tracking volume.

The drift chamber (the Central Outer Tracker, COT) measures the trajectory of

charged particles giving measurements of the curvature, azimuth and pseudo-rapidity

of a particle’s track in the central region. The silicon microvertex detectors extend the

tracking capabilities towards the beam pipe and allow identification of track vertices

displaced from the interaction point. The three silicon systems are Layer 00 (L00), the

Silicon VerteX detector (SVX) and the Intermediate Silicon Layers (ISL).

Charged particles are detected through the ionisation of either the silicon in the

microstrip detectors or of the gas in the drift chamber allowing their trajectory to be

observed. The curvature of the tracks caused by the presence of the magnetic field is

proportional to the transverse momentum of the particles, pT:

pT = 0.3BRc (GeV/c), (2.2)
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Figure 2.  1/6 section of the COT end plate.  For each superlayer is given the total number of supercells, the wire orientation 

(axial or stereo), and the average radius.  The enlargement shows the sense and field slot geometry in detail.  Dimensions are in 

cm. 
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Figure 1. Side view of the central region of the CDF detector (quarter 

section), showing the location of the COT. 

COT 

Figure 2.5: A 1/6 section of the COT end plate showing the 8 super-layers and cell
layout. For each super-layer (SL) is given the number of cells, whether the wires are
axial or stereo and the average radius (in cm). The enlargement shows where the wire
planes (sense) and field sheet (field) are installed. (Reproduced from [27].)

where B is the magnetic field strength in Tesla and Rc the radius of curvature in

meters. The precision of the pT measurement from the tracking systems decreases as

the pT increases because Rc becomes harder to measure.

In the region |η| ≤ 1.0 the combined tracking system provides 7 position measure-

ments in the silicon detectors (1 in r-φ and 6 in r-φ-z) and 96 measurements in the

COT (48 in r-φ and 48 in r-φ-z) throughout a radius 1.6 ≤ r ≤ 132 cm. In the forward

and background regions (1 ≤ |η| ≤ 2) The silicon systems provide 8 measurements (1

in r-φ and 7 in r-φ-z) across a radius of 1.6 ≤ r ≤ 29 cm with additional measurements

from part of the depth of the COT.

2.4.1 The Central Outer Tracker (COT)

The COT is a 3 m long open cell drift chamber consisting of 96 radial layers of sense

wires [27]. Its active region covers a radius 40 ≤ r ≤ 132 cm and it can provide a

measurement in each layer for |η| ≤ 1.0. The COT can be broken down into eight

super-layers each of which can provide position measurements at 12 radii. There are
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Figure 2.6: An axial cross-section of three cells in super-layer 2 showing the positions
of the sense and potential wires and the field panels and shaper panels (bare mylar
with shaper wires) [26]. The radial direction is marked by the arrow, R.

four axial super-layers alternated radially with four stereo super-layers. In the axial

layers the wires are parallel with the beam line providing measurements in the r-φ

plane. The wires in the stereo layers are angled alternately at +3◦ and −3◦ from the

axial layers. Combined readout from the axial and stereo layers provides measurements

in r-z of a particle moving through the chamber. The super-layer structure can be seen

in figure 2.5 which shows the end plate for a 1/6 section of the COT. Each super-layer

is divided in φ into open drift cells which each contain 25 wires: 13 potential wires

alternating with 12 sense wires. The cell is closed in the azimuthal direction by field

panels and they are closed in the radial direction both mechanically and electrostaticly

by shaper panels. Figure 2.6 is a schematic of three cells from super layer 2. Dividing

the chamber into cells means a broken wire would be contained within a single cell.

The cells also limit the drift distance to 0.9 cm. The tilted geometry of the cells

assists the drift velocity calibrations since every high pT, radial track is sampled over

the full range of drift distances within each super layer. The tilted geometry also

removes the inherent left-right ambiguity since the fake track will be rotated by a large

azimuthal angle and will not be found by pattern recognition. The tracking volume is
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Figure 2.7: The SVX detector [26]. Left: showing the 3 barrel structure. Right: viewed
in the r-φ plane. Each barrel is made up of five layers of silicon vertex microstrip
detectors arranged in 12 ladders in φ.

filled with a gas which is a mixture of 50% argon, 50% ethane with a small amount

of alcohol (1.7%) added. The COT provides a pT dependent momentum resolution of

σ(pT)
pT

∼ 0.15% (GeV/c).

2.4.2 Particle identification using the Central Outer Tracker

The COT is optimised for tracking; however, the specific ionisation (dE
dx

) of charged

particles in the COT may be used for particle identification. The COT samples the

amount of ionisation produced by a charged particle by measuring the time a pulse

induced on a sense is over threshold. An 80% truncated mean of the dE
dx

samplings over

the length of the particle track is used to estimate the average ionisation. The COT

provides a 1.4σ separation between kaons and pions for particles with 2 < pT < 10

GeV.
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2.4.3 The Silicon VerteX detector (SVX)

The silicon vertex detector is made up of three cylindrical barrels with a combined

length of 96 cm and covers the region |η| < 2 [28]. Each barrel consists of five layers

of double-sided silicon microstrip detectors arranged in 12 wedges in φ as shown in

figure 2.7. The radial position of each layer alternates from wedge to wedge within

each layer. The layers are located radially at r = 2.45(3.0), 4.1(4.5), 6.5(7.0), 8.2(8.7),

10.1(10.6) cm where the first number is the radius of the inner wedges and the brack-

eted number the radius of the outer wedges in each layer. One side of the microstrip

detectors is axial, parallel to the z-axis, providing measurements of the r-φ position of

charged particles. The other side is stereo. Layers 0, 1 and 3 are perpendicular to the

z-axis providing measurements of position in z (90◦ r-z measurements). Layers 2 and

4 are at −1.2◦ and +1.2◦ to the z axis respectively, providing small angle stereo r-z

measurements. These allow matching between the stereo measurements in layers 0, 1

and 3 and the axial measurements. The axial strips have implant widths of 14 to 15 µm

and are spaced in r-φ by 60 to 65 µm depending on the layer. The stereo layers have,

from the innermost layer out, a read-out pitch of 141, 125.5, 60, 141 and 65 µm and

have implant widths of 20 µm for the 90◦ strips and 15 µm for the small angle stereo

strips. Due to the high occupancy in the SVX particle tracks are reconstructed in

the SVX using tracks measured in the COT as a starting point. The intrinsic impact

parameter resolution of the SVX (as a function of pT) without L00 is σd0 = 9⊕ 50
pT
µm.

2.4.4 Layer 00 (L00)

Layer 00 is an 80 cm long layer of light weight, radiation hard, single-sided silicon wafers

mechanically attached to the beam pipe at a radius of 1.35 cm (see figure 2.8) [29].

L00 adds an additional position measurement to the silicon systems closer to the beam

pipe than the SVX and recovers the degradation in resolution of vertex reconstruction

due to multiple scattering on the SVX readout electronics and cooling system installed
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Figure 2.8: A schematic of L00 in the r-φ plane. L00 is shown in green and red along
with the first two layers of the SVX. (Reproduced from [28].)

within the tracking volume. It will also extend the lifetime of the silicon systems as

the SVX degrades due to integrated radiation damage. The SVX and L00 provide a

combined intrinsic impact parameter resolution of 6⊕ 25
pT
µm.

2.4.5 The Intermediate Silicon Layers (ISL)

The ISL consists of one central layer at a radius of 22 cm covering |η| ≤ 1.0 and 2

forward layers at radii of 20 and 28 cm covering 1.0 ≤ |η| ≤ 2.0 [30]. Each layer consists

of double-sided, small angle stereo microstrip detectors. Both the axial and 1.2◦ stereo

sides have a fixed strip pitch of 112 µm. Figure 2.9 shows schematics of the ISL with

the rest of the silicon systems in the r-φ and r-z planes. The ISL is divided in φ into

12 wedges matching the SVX. The ISL provides intermediate measurements between

the SVX and the COT and supplements the COT particularly for 1.0 ≤ |η| ≤ 2.0

where the full depth of the COT is no longer available.
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Figure 2.9: A schematic of all the silicon systems: left, in the r-φ plane; right, a side
view (note the scale of the z-axis has been greatly compressed). L00, the SVX and
the ISL are labelled. (Reproduced from [28].)

2.5 The Time Of Flight detector (TOF)

The Time Of Flight detector (TOF) indicated in figure 2.4 was designed specifically to

provide particle identification for low momentum particles [31]. The mass of a charged

particle is given by

m =
p

c

√
c2t2

L2
− 1 (2.3)

where the particle momentum (p) and the distance travelled by the particle from the

interaction point to the TOF (L) are measured precisely by the tracking systems. The

time, t, taken for the particle to travel the path length, L, is determined by measuring

the difference between the arrival time at the TOF and the bunch crossing time. The

TOF consists of a cylindrical array of 216 scintillating bars orientated parallel to the

beam line between the COT and the cryostat of the solenoid at an average radius

of 140 cm. The polar coverage of the TOF is |η| < 1. As a charged particle passes

through a scintillating bar the pulse of light produced is detected at both ends of the

bar by photo-multipliers. This allows estimation of the z position of the particle hit

in the bar. The interaction time is measured to an accuracy of 30 ps by combining

measurements from all the photo-multipliers. The resolution of the particle travel time
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measured by the TOF is 110 ps providing 2σ separation of pions and kaons up to

pT = 1.6 GeV.

2.6 Calorimetry

Surrounding the solenoid and in the forward and background regions are electromag-

netic and hadronic calorimeters. The calorimeters, consisting of alternating layers of

passive absorber and plastic scintillator, use a shower sampling technique to determine

the energy of incident particles. Particles with pT greater than about 350 MeV/c reach

the calorimeters and interact with material in the absorbers losing energy and produc-

ing daughter particles which in turn interact with the absorber material producing a

cascade of particles. The shower of particles produced leads to a signal detected in the

scintillators roughly proportional to the number of particles in the shower. Most par-

ticles (though not muons) lose all of their energy within the calorimeters and the sum

of the signals sampled in the scintillators is proportional to the energy of the incident

particles. Combined, the calorimeters provide a polar coverage of |η| ≤ 3.6.

The calorimeters are segmented in solid angle around the nominal interaction point.

This segmentation is organised into ‘towers’. Each tower is of a truncated pyramid

shape with the imaginary vertex pointing towards the nominal interaction point. The

base is a rectangular cell in η-φ space. The Calorimeter is segmented radially into an

inner, electromagnetic calorimeter and an outer, hadronic calorimeter. The electro-

magnetic calorimeters consist of layers of lead absorber and polystyrene scintillator.

To maintain a constant thickness in radiation length some of the lead layers in the

central region are replaced with increasing amounts of acrylic as a function of η. The

hadronic calorimeters consist of layers of steel absorber with acrylic scintillator. Light

from the scintillators is collected by acrylic wavelength shifters and guided to photo-

multiplier tubes. Electrons and photons can be distinguished from hadrons as they

lose most of their energy in the electromagnetic calorimeters while hadrons lose most
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of their energy in the hadronic calorimeters. There are several calorimeter subsystems

(which can be seen in figure 2.4): the electromagnetic and hadronic central calorime-

ters; the end wall hadron calorimeter [32, 33] and the end plug electromagnetic and

hadronic calorimeters [34] (one of each positioned in both positive and negative η).

They each work in similar ways. The electromagnetic calorimeters provides a relative

energy resolution, as a function of energy, of σE/E = 13.5%/
√
E sin(θ) ⊕ 2% for the

central calorimeter and σE/E = 16%/
√
E sin(θ) ⊕ 1% for the plug calorimeters. The

hadronic calorimeters provide a relative energy resolution, as a function of energy, of

σE/E = 50%/
√
E sin(θ) ⊕ 3% for the central, σE/E = 75%/

√
E sin(θ) ⊕ 4% for the

end wall and σE/E = 74%/
√
E sin(θ)⊕ 4% for the plug calorimeters.

2.7 Muon detectors

The muon systems are the final layer of the CDF detector. Charged particles other

than muons are stopped by a combination of the tracking systems, magnet return yoke,

calorimeters and additional shielding. Charged particles reaching the muon systems

have a high probability to be muons. The muon detectors are made up of a combina-

tion of four independent sub-systems whose positions are indicated in figure 2.4. Each

are combinations of drift tubes, scintillation counters and absorbers. Single wire, rect-

angular drift chambers are arranged in arrays with different segmentation in φ. Stacks

of up to eight layers are overlaid in φ to allow coincident particle hits. The chambers

are staggered in φ to remove ambiguity of the φ position. The difference in drift arrival

times between neighbouring cells gives a 250 µm position resolution in r-φ. Division of

charge measured at either end of the sense wires allow measurement of the z position

with 1.2 mm resolution. Time measurements from the scintillators are used to associate

particle hits in the drift tubes to the correct bunch crossing (the maximum drift time

exceeds the inter-bunch crossing time). They are also used to remove background due

to secondary interactions in the beam pipe and cosmic rays. A track segment from 3
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CMU CMP CMX IMU
Polar coverage |η| < 0.6 |η| < 0.6 0.6 < |η| < 1.0 1 < |η| < 1.5
Azimuthal coverage [degrees] 302◦ 360◦ 360◦ 270◦

Minimum pT(µ) [GeV/c] 1.4 2.2 1.4 1.4 - 2.2

Table 2.1: Design parameters of the muon detectors.

Figure 2.10: Three sections of the CMU
embedded at the outer radius of a
calorimeter tower [26].

Muon track Radial centerline

55 mm

t
4

t

To pp interaction vertex
_

2

Figure 2.11: One of the three CMU sec-
tions in a wedge [26].

matching radial layers in the muon detectors is matched to a track extrapolated out

from the COT to give a muon candidate. The four muon systems are listed below.

Together they cover a polar range of |η| < 1.5. The properties of each of the systems

are summarised in table 2.1. Further information can be found in [35].

The central muon detector (CMU)

The Central MUon detector (CMU) is outside of the central hadronic calorimeter at

a radius of 347 cm. It covers a polar range of 0.03 < |η| < 0.63. The position of

the CMU in relation to the calorimeters is shown in figure 2.10. Figure 2.11 shows a

cross-section of one section of the CMU.

The central muon upgrade (CMP)

The Central Muon uPgrade (CMP) is located behind an additional 60 cm of steel

enclosing the central detector. The CMP covers the gaps in φ of the CMU and provides
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Figure 2.12: Part of the IMU in the r-φ plane [26].

enhanced rejection of penetrating high energy hadrons to 1% of total pions and 2-4%

of total kaons. Since it covers the same polar range as the CMU (see table 2.1) the

CMP does not contain any scintillators. Instead z position information for both the

CMP and CMU is obtained from the scintillators in the CMU.

The central muon extension (CMX)

The Central Muon eXtension (CMX) is an arch shaped arrangement of drift tubes and

scintillation chambers at a radius of 400 to 600 cm. It extends the polar muon coverage

to 0.6 < |η| < 1.

The intermediate muon system (IMU)

The Intermediate MUon system (IMU) extends the polar coverage of the muon systems

to 1 < |η| < 1.5 however the φ coverage of the IMU is limited by the presence of support

structures. Figure 2.12 shows the arrangement of the drift cells and scintillators in the

r-φ plane for a section of the IMU.
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56 Chapter 2. The experimental apparatus

Level-3

This stage is implemented exclusively by software. About 400 commercial processors running in paral-
lel reconstruct the event provided by Level-2 at full detector resolution. Level-3 codes are very similar
to the offline reconstruction codes. About 140 trigger paths are implemented at Level-3. Moreover
Level-3 distributes the information to on-line monitoring consumers and data logger programs. The
Level-3 decision to write on tape happens after the full reconstruction of the event is completed and
the integrity of its data is checked in less than 10 ms. Typical size for an event is 150 kbyte. Maximum
storage rate is about 20 Mbyte/s. At Level-3 the number of different combinations of requirements
is about 185. The available output rate passed from 75 Hz (40% tracking, 30% jet and photon, and
30% lepton).

The trigger deadtime never exceeded 5%, and its integrated value in the data used for this analysis
was below 1%.

Level 2
Trigger

Level 1
Trigger

Rejection factor:
Accept rate < 75 Hz

> 4

Mass
Storage

µs = 1/50 kHz~ 20

L1 accept

L2 accept

14 clock
cycles deep

DETECTOR

L1 storage
pipeline:

DAQ buffers /
Event Builder

Level 3
System

4 events
L2 buffers:

Asynchronous 2−stage pipeline

L1+L2 rejection factor: 25,000

396 ns clock cycle)(
Crossing rate

2.53 MHz synchronous pipeline
Latency
Accept rate < 50 kHz

5544 ns = 42 x 132 ns

Latency
Accept rate 300 Hz

2.53 MHz

Figure 2.8: Functional block diagram of the CDF II trigger and data acquisition system.

2.4.1 Silicon Vertex Trigger (SVT)

The main advantage of investigating B physics in an hadronic environment like the Tevatron is the
very large (O(50 µb) [111], to be compared with O(nb)) b-flavour production cross section at the
e+e− machines. However the large b-cross-section has to be compared with the total inelastic pp̄ cross

Figure 2.13: Flow diagram of the CDF trigger [26].

2.8 The trigger systems

The Tevatron delivers events to CDF at a crossing rate of 2.53 MHz with bunch

crossings separated by 396 ns. This rate is 25300 times greater than the 100 Hz which

can be written to tape. Most of the collisions do not contain interesting events. It is

necessary to reduce the event rate to the amount which can be written to tape while

preserving as many of the interesting events as possible. CDF achieves this using a

trigger to select events to be read out from the detector and stored.

The high event rate requires a fast trigger decision which means only simple objects

from part of the detector read-out may be used. At a lower input rate, time is available

to reconstruct more of the event to make a more sophisticated decision. For this reason

the trigger is implemented at 3 levels. A flow diagram of the trigger system is shown

in figure 2.13.

Level 1 is a synchronous hardware trigger. It bases a decision to keep an event on



2.8 The trigger systems 36

simple objects from the detector. The processing time for level 1 is 5.5 µs (compare this

to the 390 ns between bunch crossings). During level 1 processing, event information

from each readout channel is stored in a pipeline for 5.5 µs. If level 1 decides to keep

an event then at the end of the pipeline it is sent to the level 2 trigger, otherwise the

event is lost. Level 1 reduces the event rate from the input 2.53 MHz to an accept rate

of less than 50 kHz.

Level 2 is an asynchronous trigger which is partly hardware and mostly software

based. The lowered input rate allows time to use greater information to make a more

realistic reconstruction of the event. When level 1 accepts an event each readout

channel passes the event information from the level 1 pipeline to one of four level 2

buffers where it is stored until level 2 has made a decision about the event. If all four

buffers are full when level one accepts an event then the event is lost. This is known as

dead-time and the achieved goal of level 2 is for less than 5% dead-time. Level 2 uses

20 µs processing time and has an accept rate of 300 Hz. A decision to accept an event

at level 2 triggers read out of the entire detector to be sent to the level 3 trigger.

Level 3 is an entirely software trigger. Full information from the detector is sent to a

processor farm of commercial PCs. At this stage nearly full event reconstruction can be

performed using a version of the offline reconstruction code. Since the reconstruction

is the same as offline it will be discussed further in the next chapter. The output rate

of level 3 is ∼ 100 Hz which is limited by how fast the events can be written to tape.

The level 1 and 2 triggers are made up of a number of subsystems each of which

generate “primitives”, simple objects, to base the trigger decision on. At level 1 the

objects include tracks from the eXtremely Fast Tracker (XFT, described below), infor-

mation from single calorimeter towers, track segments from the muon chambers and the

sum of the energy in the transverse plane. Level 2, in addition to level 1 information,

uses the Silicon Vertex Tracker (SVT) to look for a displaced vertex, has information

from clusters of trigger towers and has higher precision tracking.
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This analysis uses data selected by the XFT and SVT. The other trigger elements

select events containing leptons or jets (clusters of tracks within a cone in solid angle).

The ability of CDF to perform fast tracking as part of the trigger decision in particular

its ability to trigger on a displaced vertex gives it the unique ability (before the Large

Hadron Collider starts) to select hadronic decays at a hadron collider.

2.8.1 The Extremely Fast Tracker

At trigger level 1 the eXtremely Fast Tracker (XFT) identifies tracks in the central

outer tracker (COT) [36]. The XFT consists of an axial system and from 2006 a

stereo system. The axial system identifies 2-dimensional tracks and is made up of

the Finder and the Linker. The Finder looks for track segments in each of the four,

axial, super-layers by matching the pattern of signals in the COT to a predefined

set of patterns. These track segments are sent to the Linker which also uses pattern

matching to find valid tracks which correspond to track segments in three or four axial

super-layers. The output from the linker is divided into 288 slices in φ for each of

which ∆φ = 1.25◦. For each slice the linker returns 1 track corresponding to segments

in all four axial superlayers where possible or in the three innermost axial layers if

not. In each slice the Linker outputs pT and φ for the best track. The XFT identifies

tracks with a pT > 1.5 GeV/c with an efficiency greater than 96%. It has a resolution

σpT/pT = 1.7% (GeV/c)−1 and σφ = 5 mrad. The XFT allows selection of events

containing tracks with a pT above some threshold at level 1.

During 2006 the XFT was upgraded with a stereo system to allow 3 dimensional

tracking at level 1 [37], however the data used for this analysis were collected before

this upgrade was available.
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2.8.2 The Silicon Vertex Trigger

At level 2 the Silicon Vertex Trigger (SVT) provides measurements of impact param-

eter, azimuth and transverse momentum of track candidates in the transverse plane

[38, 39]. It takes as input the φ and pT of candidate tracks from the XFT and the

digitised hits from the SVX detector. The SVT reconstructs tracks in 4 stages. First,

clusters of hits in each silicon layer are identified and combined into “super-hits”.

Next pattern matching is used to associate these super-hits into low-resolution can-

didate tracks, or “roads”. XFT tracks can be extrapolated to the outer edge of the

silicon and binned with a width of 3 mm to be treated as an additional hit for pattern

matching. The third step takes the roads and associated full resolution hits and fits

using a linear regression for the track parameters and fit chi-square using the coarse

roads as a starting point. The final stage corrects the track parameters for the beam

position.

The beam position is monitored by the SVT. If the beam moves from its nominal

position then nearly all tracks will have an impact parameter with respect to the nom-

inal beam position. The impact parameter distribution as a function of φ is sinusoidal

and the parameters of the sinusoid relate directly to the beam position. Tracks are

sampled from the SVT at a rate of 107 tracks per hour and an updated beam position

is calculated every 30 s. This beam position is used to correct the SVT measured track

parameters in real time. The beam position typically moves by tens of microns in the

transverse plane during a Tevatron store.

The SVT provides a resolution on the transverse impact parameter of 35 µm in-

creasing to 50 µm when convoluted with the beam spot resolution. The SVT has an

efficiency of 85% for tracks with pT > 1.5 GeV/c that travel the complete depth of the

SVX. This efficiency rises to 90% for tracks with pT > 2.0 GeV/c. The SVT allows the

level 2 trigger to select events containing tracks with some minimum impact parameter

or a vertex corresponding to a long decay length.
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2.8.3 The B PIPI trigger path

A particular combination of trigger requirements at level 1, level 2 and level 3 is known

as a trigger path. Many trigger paths are active while CDF is taking data, each tuned

to select specific physics signatures such as events containing muons or jets. This

analysis uses data collected using the displaced-tracks trigger, in particular the B PIPI

and B PIPI HIGHPT trigger paths. Since B0
(s) → h+h′− decays contain no leptons in

the final state it is necessary to use tracking to make the trigger decision. B mesons

are long lived and can travel ∼1 cm in the detector before decaying. The tracks of the

B decay products will, therefore, typically have a significant impact parameter with

respect to the interaction point. A displaced decay vertex and two tracks with large

impact parameters is the signature used by the B PIPI trigger paths. The requirements

at each trigger level are described below.

Level 1

At level 1 the B PIPI trigger relies on the XFT so has information available on the pT, φ

and charge of tracks. The requirement is for two tracks each with pT > 2.04 GeV/c and

with summed transverse momentum,
∑
pT > 5.5 GeV/c. The difference in azimuthal

angle of the two tracks is required to be 0◦ < ∆φ < 135◦. This reduces track pairs from

light-quark fragmentation in back-to-back jets. It is also required that the two tracks

have opposite charges. At high instantaneous luminosities (L > 50 × 1030 cm−2s−1)

the B PIPI trigger requirements accept events at a rate which produces dead-time

greater that the design limit of 5%. At these high luminosities an alternative trigger

path, B PIPI HIGHPT, is employed with stricter requirements to reduce the accept

rate. While the tighter requirements will reject some interesting events the purity of

the sample will be higher than that collected with looser requirements. The tighter

requirements are two tracks with pT > 2.46 GeV/c and
∑
pT > 6.5 GeV/c. At the

highest Tevatron luminosities even the B PIPI HIGHPT trigger rate produces greater
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than 5% dead time and the trigger accept rate is reduced further by dynamic prescaling,

which is to say the accept rate is reduced by randomly rejecting some fraction of the

accepted events. It is dynamic because the fraction to be rejected changes with the

instantaneous luminosity.

Level 2

At level 2, SVT information becomes available and so track impact parameters and two

track vertex positions become available. The level 2 B PIPI trigger requires two tracks

each with pT > 2.0 GeV/c and
∑
pT > 5.5 GeV/c and each with impact parameters

in the range 100 µm < d0 < 1000 µm. The minimum impact parameter cut rejects

tracks from the interaction point, vastly reducing the event rate. The maximum impact

parameter cut is due to hardware constraints as the SVT pattern matching efficiency

drops rapidly beyond this point (although recent upgrades to the SVT have extended

its efficiency closer to 1200 µm). The azimuthal opening angle requirement between

the two tracks is reduced from the level 1 requirement to be 20◦ < ∆φ < 135◦. The two

track vertex is required to have a minimum transverse distance from the interaction

point of LT > 200 µm which preferentially selects the decay products of particles

that have travelled some distance in the detector. There is also a requirement on the

goodness of the track fit with the minimal linearised-fit quality χ2
SV T < 15 [40]. The

two trigger tracks can be combined to form a B meson candidate assuming it decayed

to two bodies. The impact parameter of the candidate B is required to be |d0(B)| < 140

µm to impose that the candidate came from the primary interaction point.

The B PIPI HIGHPT trigger at level 2 has the same requirements as the B PIPI

trigger path except with the tightened requirements: pT > 2.5 GeV/c and
∑
pT > 6.5

GeV/c.
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Quantity Units level 1 level 2 level 3
track pT GeV/c >2.04 (2.46) >2.0 (2.5) >2.0 (2.5)∑
pT GeV/c >5.5 (6.5) >5.5 (6.5) >5.5 (6.5)

∆φ Degrees [0, 135] [20, 135] [20, 135]
track |d0| µm — [100, 1000] [100, 1000]
|LT(B)| µm — >200 >200
|d0(B)| µm — — <140
track |η| — — — <1.2
|∆z| µm — — <5.0
Mππ GeV/c2 — — [4.0, 7.0]

Table 2.2: Requirements of the B PIPI (B PIPI HIGHPT) trigger.

Level 3

Level 3 has available the full event reconstruction. The level 2 requirements are re-

confirmed at level 3 using the full event information. A requirement on the two track

invariant mass assuming both particles are pions, 4.0 < Mππ < 7.0 GeV/c2, is im-

posed to reduce the level 3 accept-rate while retaining events for background studies.

The longitudinal separation of the two tracks at the point of their minimum distance

from the beam is required to be |∆z| < 5.0 cm, rejecting track pairs originating from

different interaction points. A requirement of |η| < 1.2 rejects tracks which are not

within the XFT fiducial region. The transverse decay length requirement is now on

the absolute value, |LT| > 200 µm. The trigger requirements at all three levels are

summarised in table 2.2.

2.9 Summary

B0
s mesons are produced in collisions of protons and antiprotons at the Tevatron par-

ticle accelerator. CDF detects the products of these collisions with a combination of

tracking detectors, calorimeters and muon detectors. This analysis uses the tracking

systems which comprises a drift chamber (the COT) and silicon detectors. These

tracking systems provide particle trajectory, momentum and decay vertex measure-



2.9 Summary 42

ments, necessary for B meson lifetime measurements. Only a small fraction of the

events delivered to CDF can be stored and a trigger is employed to retain potentially

interesting events. The trigger is implemented in three levels, each level significantly

reducing the event rate to allow time for more sophisticated event reconstruction. dif-

fering reconstruction algorithms mean that the level 2 and level 3 trigger levels make

different measurements of some of the same quantities, for example the impact param-

eter measured by the SVT at level 2 is different from the impact parameter measured

by the nearly full event reconstruction at level 3. The B PIPI and B PIPI HIGHPT

trigger paths are used to select B0
(s) → h+h′− candidate events. These triggers look for

the signatures of a decay of a long lived particle: events containing two particle tracks

with large impact parameters and with a two track vertex which is displaced from

the interaction point. Selecting events based (indirectly) on their lifetime will affect

the distribution of lifetimes in the data sample. This effect and how to deal with it

when measuring a lifetime is the subject of chapter 5. The data selected by the trigger

requires further processing and this is the subject of the next chapter.



Chapter 3

Data reconstruction and event

simulation

3.1 Introduction

Proton-antiproton collision events at CDF that potentially contain B0
(s) → h+h′− can-

didate decays are selected by the B PIPI and B PIPI HIGHPT triggers and stored for

offline analysis. Section 3.3 describes how particle tracks are reconstructed and candi-

date B0
(s) → h+h′− events are identified in the data sample. The sample of candidate

B0
(s) → h+h′− decays is dominated by background whose contribution can be signifi-

cantly reduced using the selection requirements described in section 3.4 to produce the

signal rich sample used for this analysis.

In order to test the analysis methods in an unbiassed way (see chapter 7), simulated

data samples are required. The two types of simulation used for this analysis are

described in this chapter. The first (section 3.5) includes a realistic event and detector

simulation, the second (section 3.6) is a fast, custom simulation.
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3.2 Data sample

This analysis uses data collected by the B PIPI and B PIPI HIGHPT triggers at CDF

between February 2002 and March 2006. The data correspond to an integrated lumi-

nosity of approximately 1 fb−1. The triggers impose selection requirements on the data

which are summarised in table 2.2 on page 41.

3.3 Event reconstruction

In a uniform magnetic field charged particles follow a helical path about the direction

of the magnetic field. At CDF the magnetic field is parallel to the z-direction. The

path of a charged particle can be described by five parameters. The parameterisation

used here uses three parameters describing a circle in the transverse plane and two

describing a straight line. The parameters used are:

curvature C: defined as C = q/(2r) where q is the charge of the particle and r is the

radius of the circle formed by projecting the helix onto the transverse plane;

impact parameter d0: the distance of closest approach to the interaction point. It

is defined as d0 = (p̂ ∧ d) · ẑ where d is a vector pointing from the interaction

point to the point of closest approach and p̂ is a unit vector in the direction of

the particles momentum. d0 is a signed quantity whose sign is determined by the

scalar product with a unit vector along the z direction, ẑ;

azimuthal angle φ0: the azimuthal angle of the particle at the distance of closest

approach to the z-axis;

the helix pitch cot(θ): the cotangent of the angle θ between the z-axis and the

momentum of the particle;

z0: the z-position of the point of closest approach.



3.3 Event reconstruction 45

Track reconstruction begins in the COT by searching for three aligned axial hits

in consecutive layers to form a track segment. These track segments are fitted in two-

dimensions with a straight line which is extrapolated to the rest of the super-layer. Hits

which are close to the track are added and all the points are then refitted with a straight

line. Starting with the outermost super-layer, track segments are extrapolated towards

the beam pipe assuming they have zero impact parameter. This defines a region to

look for segments in the inner super-layers. Segments within this region that form a

tangent to a common circle are linked to form a track candidate and the hits within

these segments are fitted to a circle to form a 2-dimensional track. Stereo segments,

or if there are none present, stereo hits, are linked to the 2-dimensional track and a

helical fit is performed.

The next step is to combine the COT track with silicon hits. A COT track

candidate is extrapolated to the outside edge of the silicon. A 4σ wide window around

the track is calculated based on the errors of the COT track parameters. If a hit is

found in the outermost layer of silicon within this window it is added to the track

and the track parameters are refitted giving new parameter errors and a new search

window in the next layer. This continues through the silicon layers. If no hit is found

in a given layer then the search continues into the next layer. This proceeds via three

tracking algorithms, OI, OIS and OIZ. The OI (Outside In) algorithm uses only r-φ

silicon hits as it steps in from the extrapolated COT track candidate. If at least 3

r-φ hits are used then the OIS (Outside In Stereo) and OIZ (Outside In Z) algorithms

are used. OIS adds small angle stereo, r-z hits to the r-φ hits added by OI. The OIZ

tracks contain small angle stereo r-z hits and at least 2 90◦ r-z hits.

Corrections are applied to the track variables to take in to account energy loss

within the volume of the tracking detectors and non-uniformities in the magnetic field.

These corrections are dependent on the particle hypothesis. As the final states of the

B0
(s) → h+h′− sample contain a mixture of pions, kaons, protons and electrons and the

particle type is not known on an event by event basis all particle tracks are arbitrarily
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reconstructed using the pion hypothesis.

Misalignments and noise in the SVX and COT lead to fake and misreconstructed

tracks. In order to reduce background caused by these kind of tracks standard re-

quirements are placed on the tracks that they should: come from a converged helix fit

with a positive error matrix; have at least 5 hits in each of 2 stereo and 2 axial COT

super-layers; have hits in at least 3 r-φ SVX layers. This analysis also requires that

the tracks came from the OIZ tracking algorithm since these have a higher resolution

in the r-z plane than tracks coming from the other two algorithms. This significantly

reduces contamination from events where two tracks have come from the decays of

two heavy flavours which may give them a large impact parameter though they are

separated along the z direction.

The invariant 2-particle mass is calculated for all possible combinations of tracks

in an event that have passed the trigger requirements and the selection requirements

above, and that have opposite curvature (and therefore opposite charge). The in-

variant mass is calculated assuming both of the particles are pions. The two tracks

are constrained by the vertex fit algorithm to originate from a common 3-dimensional

vertex.

3.4 Event selection

Work for this thesis is partly based on the work described in [41] measuring the branch-

ing ratios and direct CP asymmetries in B0
(s) → h+h′− decays using the same data

sample as used here. This analysis uses the same selection requirements as [41]. This

means models of distributions within the data determined for that analysis may be

used here unchanged. It also allows for comparison between components common to

both analyses.

This analysis also relies on good knowledge of the trigger requirements placed on
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tracks and B candidates. The offline reconstruction is different from the event re-

construction used by the SVT and level-3 triggers. This means that a candidate

B0
(s) → h+h′− event which didn’t meet the level-2 or level-3 requirements might meet

the same requirements applied to the offline quantities. In order to remove these can-

didates the offline reconstructed tracks are matched to both SVT and level 3 tracks

and the trigger requirements are re-applied to those quantities. The trigger decision is

also reconfirmed on offline tracks.

An offline track pair is matched to an SVT track pair by requiring proximity of the

curvature and azimuthal opening angle of the tracks. offline tracks are matched to the

level-3 tracks with the closest pT and φ by minimising the measure

χ2 =
(poff

T − pL3
T )2

σ2
pL3
T

+
(φoff − φL3)2

σ2
φL3

(3.1)

where “L3” and “off” indicate the level-3 and offline quantities and σ2
pL3
T

and σ2
φL3 are

the uncertainties on the level-3 pT and φ respectively.

A set of selection requirements were optimised to minimise the statistical uncer-

tainty on the measurement of the direct CP asymmetry in B0 → K+π− decays [41].

These requirements are also suitable for measuring observables in the decays of the

other high-yield B0
(s) → h+h′− modes: B0

s → K+K− and B0 → π+π−. Requirements on

the following variables were optimised:

LT: the transverse distance to the B decay vertex. Requiring a large LT preferentially

selects particles which have travelled in the detector and are therefore long-lived;

d0(B): the impact parameter of the B. Requiring that the candidate B has a small

impact parameter rejects candidates where two tracks not coming from the same

B decay but with sizeable impact parameters (such as tracks from 2 different

long-lived decays, particles that have been scattered by the beam pipe, or misre-

constructed tracks) have been combined that do not point back to the interaction
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point;

d0(tracks): the impact parameters of the 2 candidate tracks. Particles originating

from the decay of a long lived particle that has travelled some distance in the

detector will typically have a significant impact parameter;

I(B): the “isolation” of the B meson. b-hadrons tend to carry a large fraction of the

transverse momentum of particles produced in the fragmentation compared to

lighter hadrons [42]. The isolation I(B) is used as an estimator of the fraction of

the momentum carried by the b-hadron. It is defined as

I(B) =
pT(B)

pT(B) +
R∑

i6=j:B→j

pT(i)

(3.2)

where the sum is over all tracks not coming from the decay of the B, and passing

the minimum track quality requirements, that lie within a cone in η-φ space whose

apex is the primary vertex and whose axis is collinear with the B momentum.

The cone is chosen to have a unitary radius R =
√
φ2 + η2 = 1. Where both

of the B decay products travel within this cone the isolation is the fraction of

transverse momentum within the cone carried by the B meson. Candidates with

large isolation are more likely to be B mesons than candidates with low isolation;

χ2: the minimum χ2 of the vertex fit minimisation. Requiring a small vertex χ2 rejects

a large amount of background with a high efficiency for signal.

A complete list of selection requirements are given in table 3.1. Figure 3.1 shows

the invariant ππ-mass distribution for events meeting these selection requirements.

12969 events are retained by these selection requirements. The signal yield and sample

composition are determined from a multivariate likelihood fit which will be described

in chapter 4. The composition of this sample has been previously determined [41] and

is known to include:
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property of track selection requirement
Axial silicon hits ≥ 3
90◦ r-z silicon hits ≥ 2
Axial COT superlayers (hits per superlayer) ≥ 2 (≥ 5)
Stereo COT superlayers (hits per superlayer) ≥ 2 (≥ 5)
COT hits ≥ 42
Reconstruction algorithm OIZ
pT > 2.0 GeV/c
|η| < 1.0
|d0| [100, 1000] µm
property of B candidate
q(1)× q(2) −1e2

d0(1)× d0(2) < 0 (µm)2

LT > 300 µm∑
pT > 5.5 GeV

|d0| < 80 µm
I > 0.5
Decay vertex fit χ2 < 15
|η| < 1.0
∆φ [20◦, 135◦]
Mππ [5.0, 5.8] GeV/c2

Table 3.1: B0
(s) → h+h′− candidate selection requirements.

• combinatorial background: this forms a smooth, slowly decreasing mass spec-

trum across the whole mass range and is composed of random pairs of oppo-

sitely charged particles which are displaced from the beam-line and that happen

to meet the selection requirements. Its dominant sources include generic QCD

background of light quark decays, lepton pairs from Drell-Yan processes, pairs

of mismeasured tracks, combinations of a mismeasured track with a track from

a heavy flavour decay (bb̄ or cc̄ production) or combinations of tracks from two

heavy flavour decays in the event;

• partially reconstructed heavy flavour decays (referred to as physics background):

this is the cause of the enhanced mass distribution below ∼ 5.15 GeV/c2. This

consists of misreconstructed multi-body b-hadron decays (such as B0 → ρ±π∓,

B0 → ρ−K+, B0
s → ρ±π∓, B0

s → ρ+K− and many others) where only two of the

final state particles were reconstructed. This type of background is suppressed
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Figure 3.1: Invariant ππ-mass distribution of events meeting the selection requirements.

above 5.15 GeV/c2 because its contribution is kinematically limited to the region

Mππ < MB0
(s)

;

• B0
(s) → h+h′−decays: The main peak at around 5.2 GeV/c2 comprises of contribu-

tions from the decays B0 → K±π∓, B0 → π+π−, B0
s → K+K− and B0

s → K±π∓.

The mass resolution is such that all these contributions form a single peak in the

mass spectrum;

• Λ0
b → ph−decays: these make a small contribution in the mass region just above

the main peak and consist of the decays Λ0
b → pK−, Λ0

b → K+p, Λ0
b → pπ− and

Λ0
b → π+p.

3.5 Realistic simulation

This analysis has been performed without making a measurement of any lifetimes in

data until the analysis methods and systematic errors were finalised. Where it has been

necessary to test the methods on data the lifetimes have been hidden by adding an

unknown random number to the measured lifetime returned by the fits. For this reason

it is useful to have a simulated data sample, with known input lifetimes, in order to test

the methods. This analysis uses two different data simulations. The first, described
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in this section, simulates the detector and trigger response as well as signal event

production and shall be referred to as the realistic simulation. The second simulation,

described in the next section, is intended to generate large samples of simulated data

quickly and does not include a detailed detector simulation. This will be referred to as

the fast simulation.

In this thesis the realistic simulation is used to test the methods used in this analysis.

It is not used as an input to the final fits in any way. For this reason it is not necessary

for the simulation to be tuned exactly to the data. There are three stages to the

simulation: event generation, detector simulation and trigger simulation.

b-hadrons are generated using the Bgenerator package [43]. This package generates

b-hadrons only, without fragmentation products or proton remnants. The decays of

the b-hadrons are simulated by the EvtGen package [44] which was developed and

extensively tested at the BARBAR and CLEO experiments.

The generated events are then passed to a detector and trigger simulation, a detailed

description of which can be found in [45]. The material and geometry of the detector

are modelled by the GEANT package [46]. GEANT models the passage of particles through

the active and passive detector components accounting for interactions such as multiple

scattering, bremsstrahlung, nuclear interactions and photon conversions. For some

detector components the GEANT simulation is replaced by other packages. Drift time

in the COT is simulated using GARFIELD, which is tuned on data, [47] and charge

deposition in the silicon is simulated using a parametric model, tuned on data [48]. The

realistic simulation also includes time dependent inefficiencies and changes in detector

configuration. The trigger logic is simulated and the simulation output mimics the

data structure such that the same reconstruction software may be used on simulation

and data.

Samples of 107 events each of B0
s → K+K−, B0 → π+π−, B0 → K+π− and B0 →

π+K− decays were generated. After the trigger simulation and selection requirements
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were applied there were 74802 B0
s → K+K− events, 84101 B0 → π+π− events and

80211 B0 → K+π− and B0 → π+K− events. The input lifetimes were cτ = 462 µm for

B0 and cτ = 438 µm for B0
s → K+K−, taken from [49].

3.6 Fast simulation

The realistic simulation described in the previous section includes a detailed model of

event decays and detector simulation; however, generating events in this way is slow.

It is useful to be able generate large samples quickly, for example to perform the many,

repeat, pseudo-experiments described in chapter 7. For this a faster, simpler simulation

is required. The fast simulation is used to test the performance of the methods used

in this analysis but it is not used directly in the measurement; therefore, while the

simulation should replicate the distributions observed in data where possible, it does

not need to be an exact match.

The fast simulation generates the kinematic quantities and topology of each event

and the lifetime of the B0
(s) or Λ0

b. The detector resolution effects are simulated by

smearing some of these quantities and trigger requirements are applied.

The first step is to consider a B0, B0
s or Λ0

b meson decaying to two hadrons (pion,

kaon or proton) in the rest frame of the B0
(s) or Λ0

b. The momenta of the two hadrons in

this frame are uniquely determined by the mass of the initial B0
(s) (Λ0

b). The direction

of the two decay products with respect to the z-axis is randomly chosen such that the

decays occur uniformly in solid angle. The final rest frame quantity to be generated is

the proper decay time, t, which is randomly chosen from an exponential distribution,

f(t) =
1

τ
e
−t
τ , (3.3)

where τ is the mean lifetime of the B (Λ0
b). The mean B0 and B0

s → K+K− lifetimes

are chosen to be the same as those used in the realistic simulation, that is cτ(B0) = 462
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µmand cτ(B0
s ) = 438 µm in the decay B0

s → K+K−. For the Λ0
b the mean lifetime,

cτ(Λ0
b) = 369 µm, taken from [50], is used. This analysis assumes that the average

B0
s lifetime is the same as the B0 lifetime so B0

s → K+π− decays are generated with

cτ(B0
s ) = cτ(B0) = 462 µm.

In order to simulate the effect of detector resolution the lifetime is smeared according

to a Gaussian of width 32.2 µm (determined from a detailed simulation of B0
s → K+K−

decays and the CDF detector [51]).

Once rest frame quantities have been generated, laboratory (lab) frame quantities

can be determined. The direction of the B0
(s) (Λ0

b) in the lab frame is randomly chosen

to be uniform in φ and η in the range −1 < η < 1. The absolute momentum of the B0
(s)

(Λ0
b) in the lab frame, |pB|, is randomly selected from a histogram of momenta. How

this initial histogram is obtained is discussed below. The momenta of the two decay

products in the laboratory frame can be calculated by performing a Lorentz boost on

the rest frame quantities. The position of the B decay vertex, Vdcy, is calculated as

Vdcy = Vprod +
ct

mB

pB (3.4)

where mB is the mass of the parent B0
(s)or Λ0

b meson and the production vertex (Vprod)

is chosen to be at the origin of the detector. The impact parameters (d) of the daughter

hadrons are calculated as

d =

(
(Vprod −Vdcy) ∧

ph
|ph|

)
(3.5)

where ph is the momentum of the daughter hadron.

To simulate the behaviour of the SVT the SVT-measured transverse impact param-

eter is determined to be the transverse component of the offline impact parameter, cal-

culated above, randomly smeared by a Gaussian of width 33 µm. This smeared impact

parameter is then shifted to the nearest 10 µm such that it is dSVT
0 = 0,±10,±20, . . .
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µm. This simulates the behaviour of the SVT which is discussed further in section 5.5.

The final stage is to apply the selection and trigger requirements, described earlier,

to the SVT and offline, simulated quantities.

The B momentum histogram used to generate the B momentum in the lab frame

has been chosen such that the generated distribution of B momenta after the trig-

ger requirements matches that observed in data. The distribution of B momenta in

signal is determined from the data sample using a background subtraction technique.

Histograms are made of the distribution of momenta in a signal region, defined as

events with a reconstructed B mass in the range 5.18 to 5.3 GeV/c2, and a background

region in the mass range 5.6 to 5.8 GeV/c2. The number of signal and background

events in each region is determined by the maximum likelihood fit described in chap-

ter 4. A histogram representative of the momentum distribution in signal is obtained

by subtracting the histogram of momentum in the background region, weighted by the

ratio of the number of background events in the signal region to the number of events

in the background region, from the histogram of momenta in the signal region. The

distribution of B momenta from data is shown in figure 3.2a.

To create the momentum histogram used to generate the B momentum in the lab

frame a simulated sample of events is generated using a histogram of the momentum

distribution in realistic simulation. The final distribution of momentum in this initial

fast simulation is compared to the distribution in data, shown in figure 3.2a. The ratio

of the two histograms is fitted with an exponential function, figure 3.2b. This function

is used to weight the histogram taken from realistic simulation. This reweighted his-

togram is the version used to generate the fast simulation. Figure 3.2c shows the initial

and the final histograms used to generate the B momentum while figure 3.2d compares

the distribution of B meson momenta in signal, in data, to the distribution obtained

from the final fast simulation. For the signal simulation the distribution taken from

the realistic simulation already generates a distribution matching data.
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(a) Signal B momentum distribution. Black
points are the distribution in data. The blue
points are the distribution in the initial fast sim-
ulation described in the text.
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(b) The ratio of the distribution of B momen-
tum in data to the distribution in the initial
fast simulation (black crosses). The line is an
exponential function fit to the data points.
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(c) The initial (black) and final (red) histograms
used to generate the distribution of B momenta
for fast simulation.
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(d) Signal B momentum distribution. Black
points are the distribution in data. The blue
points are the distribution in the final fast sim-
ulation.

Figure 3.2: Obtaining the histogram used to generate the momentum of the B meson
in the fast simulation.
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The reconstructed mass of the B (Λ0
b) may be generated independently of the rest

of the kinematics according to the distribution required for any particular study. Fig-

ure 3.3 shows a comparison of the distributions of some kinematic quantities of the B

meson and the final state hadrons for fast simulation signal decays and signal data.

The distributions from the fast simulation match the data very well.

A fast background simulation is required also. To allow fast generation, background

events are generated as if they came from the real decay of a B meson with a randomly

chosen mass in the range [5.0, 5.8] GeV/c2. The decay of a B meson to two hadrons,

each of which may be pion, kaon, proton or electron, is treated in the same way as

for the generation of signal events. The sample is made to look more like background

than signal by: using a different histogram to generate momentum; generating lifetimes

from a distribution measured in data; generating a different mass distribution. The

fractions of final state pions, kaons, protons and electrons used are the same as those

observed in data using the fit described in chapter 4.

The histogram used to generate the B momentum for background is obtained in

a similar way as for signal. An initial simulation is generated using the momentum

distribution taken from the realistic simulation. The B momentum distribution result-

ing from this simulation is compared, this time, to a background sample taken from

data in the mass region in the range 5.6 to 5.8 GeV/c2 (Figure 3.4a). The ratio of the

two histograms is fitted with an exponential function (figure 3.4b) and this function is

used to reweight the histogram taken from the realistic simulation (figure 3.4c). This

reweighted histogram is used to generate the final fast background simulation. Fig-

ure 3.4d compares the distribution of B momenta in background from data to that

obtained in the fast simulation. The fast simulation reproduces well the momentum

distributions of the final state hadrons and the distributions of impact parameter for

each to the hadrons. This analysis is particularly concerned with the effects of the

trigger which selects events based on impact parameter (amongst other observable

quantities). The distribution of impact parameters in signal is observed to be broader
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(b) Momentum of negative pion.
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(c) Impact parameter of positive pion.
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(d) Impact parameter of negative pion.

 [radians]!"
0 0.5 1 1.5 2 2.5 3

Fr
eq

ue
nc

y 
pe

r 0
.0

6 
ra

di
an

s

0

0.01

0.02

0.03

0.04

0.05

0.06

 of tracks for signal!"

data

simulation

 of tracks for signal!"

(e) ∆φ of the two pion tracks.
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(f) ∆η of the two pion tracks.
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Figure 3.3: Comparing signal from data to the fast simulation of B0 → π+π− events.
The comparison between the momentum and impact parameter distributions of the
two pions is good as is the comparison of the η distribution for B0. There is only
a small discrepancy in the distributions of ∆φ and ∆η between the two pions. It
should be noted that the signal distribution from data will contain contributions from
B0 → K+π−, B0 → π+K− and B0

s → K+K− decays, as well as B0 → π+π−, which may
have slightly different distributions.
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(a) Background B momentum distribution.
Black points are the distribution in data. The
blue points are the distribution in the initial fast
simulation described in the text.
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(b) The ratio of the distribution of B momen-
tum in data to the distribution in the initial fast
simulation (black crosses) for background. The
line is an exponential function fit to the data
points.
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(c) The initial (black) and final (red) histograms
used to generate the distribution of B momenta
for fast simulation of background events.
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(d) Background B momentum distribution.
Black points are the distribution in data. The
blue points are the distribution in the final fast
simulation.

Figure 3.4: Obtaining the histogram used to generate the momentum of the B meson
in the fast simulation of background events.

than for background and this is well reproduced by the fast simulations. The fast

simulation of background does not reproduce well the distribution of ∆η seen in data.

This is a consequence of assuming the background comes from physical decays of B

mesons in the fast simulation while combinatorial background typically does not. The

B0
(s) lifetimes are not dependent on ∆η so this difference is not important.

The proper decay time, t, of the background event is not generated according to a

simple exponential function but to a general function, y(t), obtained from a fit to data

in the upper mass sideband (5.6 < mB < 5.8 GeV/c2). The function and the fit used

to obtain it are described fully in section 5.9. For now it is sufficient to note that it
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produces lifetimes typically much shorter than for signal and that it is the differences

in the lifetime and momentum distributions which cause the differences in the fast

simulations of signal and background.

As with signal, The reconstructed mass may be generated independently of the rest

of the kinematics of the event to any desired shape. Figure 3.5 shows a comparison

of the distributions of some kinematic quantities of background events generated with

the fast simulation to those observed in background in data.

3.7 Summary

This chapter began by describing the reconstruction and selection of a data sample

enriched in B0
(s) → h+h′− decays but also containing some Λ0

b → ph− decays and

background events. The selection (both by the trigger and offline requirements) was

based on the physical properties of the decays, including the impact parameters of the

particle tracks and the displacement of the decay vertex from the interaction point.

Also described in this chapter were two types of data simulation. The realistic

simulation includes a detailed event and detector simulation. The fast simulation can

quickly produce many large datasets. Both types of simulation are used (chapter 7) to

test the methods used in this analysis.

The following chapters describe methods to statistically separate the different con-

tributions to the data sample (chapter 4) and to account for the effect of the selection

requirements on the distribution of lifetimes in the data sample (chapter 5).
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Figure 3.5: Comparing background from data to the fast simulation of background
events. The comparison between the momentum and impact parameter distributions
of the two hadrons is good. There is a small discrepency in the distributions of ∆φ and
the η distribution of the B candidate and a bigger discrepency in the ∆η distribution.
This arises because the simulation simulates the decay of a physical B meson unlike
combinatorial background in data.



Chapter 4

Disentangling the contributions to

the B0
(s)
→ h+h′− signal

4.1 Introduction

Chapter 3 describes the reconstruction and selection of a data sample enriched with

B0
s → K+K− decays. This sample also contains a number of other two-body decays:

B0 → K+π−, B0 → π+π−, B0
s → K+π−, Λ0

b → pπ−, Λ0
b → pK− and their charge

conjugate decays. All of these decays have been observed at CDF in the same 1 fb−1

data set used for this analysis [52, 41]. The decays B0
s → π+π− and B0 → K+K− could

also lie in this region however their contribution has been observed to be consistent with

zero for this integrated luminosity [41] and so they are neglected in this analysis. The

sample also contains background events consisting of combinatorial background (where

two unrelated tracks have been combined to form a decay during the reconstruction)

and partially reconstructed B meson decays: B+ → ρ0π+(K+), B0 → ρ±π±(K±) and

B0
s → ρ±K∓ [53].

Each of the decay modes in this sample lie so close together in mass that the mass

resolution at CDF is not sufficient to separate them. In a histogram of invariant mass

61
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Figure 4.1: Simulation demonstrating the contribution to the invariant ππ-mass dis-
tribution of the B0

(s) → h+h′− and Λ0
b → ph− sample (taken from [41]). Both figures

show the same simulated data but using a linear (left) and logarithmic (right) scale to
highlight the dominant and rare decay modes respectively.

calculated assuming both decay products are pions the B decays to two hadrons ap-

pear as a single broad peak with a wider than expected resolution for a single decay.

Figure 4.1 shows a simulation of the distribution of the different decay modes in invari-

ant ππ-mass. The distributions are normalised using branching fractions derived from

current experimental knowledge and theoretical predictions. Particle identification at

CDF is also unable to separate the decay modes on an event-by-event basis.

It is necessary to disentangle the various decay modes in order to measure the B0
s →

K+K− lifetime. This is not possible on an event-by-event basis so statistical methods

need to be employed. Particle identification and kinematic information are combined to

statistically separate the B0
(s) → h+h′− contributions. This method has been developed

at CDF and used for the first observation of B0
s → K+K− [52], B0

s → K+π−, Λ0
b → pπ−

and Λ0
b → pK− decays; measurements of the various branching ratios, and of the CP

asymmetries in these decays [41] as well as a preliminary measurement of the lifetime

in B0
s → K+K− decays in 360 pb−1 luminosity [53]. This analysis employs the same

statistical separation of sample composition as these earlier analyses. The description

of this statistical separation will form the remainder of this chapter.
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4.2 Separating modes using kinematic information

It is not possible to separate the B0
(s) → h+h′− decay modes by mass on an event by

event basis however the mass distributions for each mode are different so can be used

to help statistically separate the contributions. The B0
(s) or Λ0

b mass is reconstructed as

the invariant mass of the two decay products which will be a combination of protons,

kaons and pions. Calculating the invariant mass of every combination of decay products

would give eight different observables (for K±π∓, K+K−, π+π−, pK−, p̄K+, pπ− and

p̄π+) which would be highly correlated with each other and each of these correlations

would have to be modelled in the probability density function. However, choosing

only one, preferred, mass reconstruction would miss some of the kinematic separation

available. Instead, a combination of variables are used to maximise the separation

available from kinematic information: the invariant mass calculated assuming both

decay products are pions (Mππ) and the momenta of the decay products.

Reconstructing all events assuming both decay products are pions broadens the

mass distributions of each of the decay modes (except B0 → π+π− which has the

correct reconstruction). The width of the Mππ distribution for the B0 → π+π− mode

is approximately 25 MeV/c2 while for the other modes it is approximately 30 MeV/c2.

The position of each mass peak is also shifted. The B0 → π+π− peak is centred on the

B0 mass since this mode is reconstructed correctly. The B0 → K+π− peak is shifted

down by 45 MeV/c2 with respect to the B0 mass and the B0
s → K+π− peak is shifted up

by 45 MeV/c2 with respect to the B0
s mass. The B0

s → K+K− peak is shifted down to

lie on top of the B0 → π+π−peak. This is because the difference in invariant mass due

to misreconstructing the kaons as pions is approximately the same as the difference

between the B0
s and B0 masses. The Λ0

b decay modes have very wide distributions

of Mππ because the proton and pion masses are so different. Figure 4.1 shows the

distribution of Mππ for each decay.

All events are reconstructed assuming both decay products are pions, rather than
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assuming both tracks are kaons say, to be consistent with the analysis in [41]. In that

analysis, which was predominately concerned with the B0 → K±π∓ decays, the π-π

reconstruction was chosen over the K-π reconstruction to avoid the ambiguity over

which particle should be reconstructed as the pion and which the kaon.

It is possible to calculate the expected central value of each Mππ distribution. When

a heavy particle decays to two particles with masses m1 and m2 and 3-dimensional

momenta p1 and p2 the invariant mass of the system is

M2
12 =

(√
m2

1 + p2
1 +

√
m2

2 + p2
2

)2

− (p1 + p2)
2 . (4.1)

If the pion mass were arbitrarily assigned to both decay particles the invariant mass

would be calculated as

M2
ππ =

(√
m2
π + p2

1 +
√
m2
π + p2

2

)2

− (p1 + p2)
2 . (4.2)

Combining equation 4.1 and equation 4.2 gives

M2
ππ = M2(p1, p2)

= M2
12 + (m2

π +m2
π)− (m2

1 +m2
2) + 2

(√
p2

1 +m2
π

√
p2

2 +m2
π −

√
p2

1 +m2
1

√
p2

2 +m2
2

)
.

(4.3)

M12 is the true mass of the meson in question: B0, B0
s or Λ0

b. m1 and m2 are the pion,

kaon or proton masses as appropriate. M2(p1, p2) gives the expected value of Mππ for

each decay hypothesis given the momentum of the two tracks.

There is more separation power available in the kinematic information than given

by mass alone. In two body decays the heavier of the two decay products will typically

carry the greater momentum. This is useful in the decays with Kπ, pK or pπ in the final

state. For example in a decay of a B0 meson to a kaon plus a pion if the positive particle

is carrying the greater momentum then the decay is more likely to be B0 → K+π−;
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if the negative particle is carrying the greater momentum then it is more likely the

decay is B0 → π+K−. This information can be included in the PDF by considering

the charge weighted momentum imbalance:

α = q1

(
1− p1

p2

)
, (4.4)

where p1 and p2 are the magnitude of the momenta of the decay products with the

smaller and larger momentum respectively and q1 is the charge of the particle with the

smaller momentum. This variable can be used in conjunction with a second momentum

dependant variable, the scalar sum of the momenta, ptot = p1 + p2. In terms of α and

ptot, p1 and p2 can be expressed as

p1 =
1− |α|
2− |α|

ptot and p2 =
1

2− |α|
ptot. (4.5)

α and ptot now contain all of the momentum information and can replace p1 and p2 in

equation 4.3 to give the expected Mππ value given α and ptot for each mode hypothesis,

that is,

M2(α, ptot) = M2
12 + (m2

π +m2
π)− (m2

1 +m2
2)

+ 2

√(
1− |α|
2− |α|

ptot

)2

+m2
π ·

√(
1

2− |α|
ptot

)2

+m2
π

− 2

√(
1− |α|
2− |α|

ptot

)2

+m2
1 ·

√(
1

2− |α|
ptot

)2

+m2
2.

(4.6)

Figure 4.2 demonstrates the differences in the average Mππ mass as a function of α

for each decay mode. The Average Mππ mass for B0 → π+π−and B0
s → π+π−decays is

flat, at the B0 and B0
s masses respectively, since these modes are correctly reconstructed.

The average Mππ mass for the other modes is shifted from the nominal B0
(s) or Λ0

b

masses. The separation between modes is greatest for large momentum imbalance.

Figures 4.3 and 4.4 show the distribution of Mππ and α for each of the decays. It can
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Figure 4.2: Average Mππ as a function of α for simulated B0
(s) → h+h′− and Λ0

b → ph−

decays. (Taken from [41].)
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be seen from these figures that only a statistical separation of modes is possible using

the combination of Mππ and α variables because of the mass resolution available.

Kinematic information provides little separation between B0
s → K+K− and B0 →

π+π− decays. Fortunately these decays enjoy a better separation using particle identi-

fication than the other modes since both final state particles are different.

4.3 Separating modes using particle identification

There are three methods of particle identification for hadrons available at CDF each of

which is useful at a different energy range. The time of flight detector is the only part of

the CDF detector dedicated to particle identification. This provides 2σ separation of

pions and kaons up to a momentum of 1.6 GeV/c; however, the trigger used to obtain

the data sample for this analysis requires tracks to have a transverse momentum of

at least 2 GeV/c so time of flight is not useful for identifying pions and kaons in this

case. The time of flight detector does provide 2σ separation of kaons and protons up to

2.7 GeV/c and of pions and protons up to 3.2 GeV/c; however, the decay modes with

protons in the final state are already well separated by mass and so time of flight is not

necessary. Particle identification is also provided by measuring the specific ionisation

of particles travelling through the tracking systems. Specific ionisation in the silicon

tracker only provides separation up to a momentum of 800 MeV/c so is not useful here.

Energy loss through ionisation (dE/dx) in the drift chamber provides separation of

particles with a transverse momentum greater than 2 GeV/c and is used. From now

on, dE/dx refers to the specific ionisation measured in the drift chamber. Figure 4.5

shows the distribution of dE/dx for kaons and pions. The drift chamber provides a

1.4σ separation between kaons and pions for particles with transverse momentum in

the range 2 < pT < 10 GeV/c.
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Figure 4.3: Simulated Mππ distribution for the decay modes B0 → π+π−, B0 → K+π−,

B0 → π+K−, B0
s → K+K−, B0

s → K+π− and B0
s → π+K− as a function of α. (Taken

from [41].)
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Figure 4.4: Simulated Mππ distribution for the decay modes Λ0
b → pK−, Λ0

b → K+p,

Λ0
b → pπ−and Λ0

b → π+p as a function of α. (Taken from [41].)
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Figure 4.5: The distribution of dE/dx around the mean pion response from the cali-
bration samples of pions and kaons from D∗+ → D0π+

s → [K−π+]π+
s decays. A 1.4σ

separation between kaons and pions is available over the range 2 < pT < 10 GeV/c.
(Taken from [41].)

4.4 The separation likelihood

The kinematic and particle identification information is included in the likelihood using

five observables. These are:

• Mππ, the invariant mass of the two final state particles assuming they are pions;

• ptot = p1 + p2, the scalar sum of the momenta (pi) of each particle;

• α = q1

(
1− p1

p2

)
, the imbalance between the moduli of the momenta (pi) of

the two particles weighted by the charge (q1) of the particle with the smaller

momentum (p1);

• ID1, function of dE/dx for the particle with the smaller momentum;

• ID2, function of dE/dx for the particle with the larger momentum.
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In section 4.6 the ID variable will be defined as

ID ≡
dE
dx

∣∣
meas

− dE
dx

∣∣
exp−π

dE
dx

∣∣
exp−K −

dE
dx

∣∣
exp−π

. (4.7)

where dE
dx

∣∣
meas

denotes the measured dE/dx of the particle and dE
dx

∣∣
exp−π(K)

the expected

dE/dx if the particle were a pion (or kaon).

The combined likelihood for separation of the B0
(s) → h+h′− and Λ0

b → ph− modes

can be written as the product of the likelihoods, Li, for each event,

L =
N∏
i=1

Li, (4.8)

where there are N events in the sample. The likelihood of the ith event can be expressed

as

Li = fb · Lbg + (1− fb) · Lsg, (4.9)

where fb is the background fraction and Lbg(sg) denotes the likelihood for background

(signal).

In terms of probability density functions the signal likelihood is

Lsg =
10∑
j=1

fj · P (Mππ | α, ptot, sj) · P (ID1, ID2 | α, ptot, sj) · P (α, ptot | sj), (4.10)

where the sum is over the ten different signal contributions: B0
s → K+K− and B0 →

π+π−; B0 → K+π−, B0
s → K+π−, Λ0

b → pK−, Λ0
b → pπ− and the charge conjugate

decays. The fj are the fraction of signal which are of each decay mode. The fractions

are all left free in the fit except for the final fraction (the fraction of signal which is

Λ0
b → pπ−) which is completely determined by the other fractions as

f10 = 1−
9∑
j=1

fj. (4.11)
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The remaining terms in equation 4.10 are:

• P (Mππ | α, ptot, sj), the mass term gives the probability of measuring Mππ given

the signal mode sj and given the momentum variables α and ptot;

• P (ID1, ID2 | α, ptot, sj), the particle identification term gives the probability of

measuring ID1 and ID2 given the signal mode, sj, and the momentum variables

α and ptot;

• P (α, ptot | sj), the momentum term gives the probability of measuring α and ptot

given the signal mode, sj. As the mass and particle identification terms depend

on α and ptot it is necessary to model the distribution of the momentum variables

also. This is discussed further in section 4.7.

These terms will be explained in greater detail below.

The likelihood for background can be similarly expressed:

Lbg =
∑

l=A,comb

fl · P (Mππ | α, ptot, bl) · P (ID1, ID2 | α, ptot, bl) · P (α, ptot | bl). (4.12)

In this case the sum is over the two contributions to background. The fraction of back-

ground which is combinatorial is fcomb = 1−fA where fA is the fraction of background

which comes from partially reconstructed B meson decays. The remaining terms are:

• P (Mππ | α, ptot, bl), the mass term gives the probability of measuring Mππ given

the background type bl and given the momentum variables α and ptot;

• P (ID1, ID2 | α, ptot, bl), the particle identification term gives the probability of

measuring ID1 and ID2 given the background type, bl, and the momentum vari-

ables α and ptot;

• P (α, ptot | bl), the momentum term gives the probability of measuring α and ptot

given the background type, bl.
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Figure 4.6: The momentum variables α and ptot (right) show less correlation than the
momenta, p1 and p2, of the two particles (left).

These terms will also be expanded below.

4.5 Kinematic probability density function

Section 4.2 demonstrated that the correlation between Mππ and α can be exploited

to provide statistical separation of some of the B0
(s) → h+h′− and Λ0

b → ph− modes.

The shapes of the mass distributions are determined by: the shift in mass from the

nominal B0
(s)(Λ

0
b) mass due to the reconstruction of the decays assuming pions form

the final state; the momentum resolution of the detector. To account for both of these

effects the PDFs describing the kinematic distributions are written as the probability

of measuring Mππ given the momentum of the final state particles. The momenta of the

two decay products are encompassed in the two variables α and ptot. An advantage of

using α and ptot is that they are less correlated than the momenta of the two particles

as can be seen in figure 4.6.
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4.5.1 Mass distribution for signal

The Mππ distribution is modelled by the sum of two Gaussians with widths σg1 and

σg2. For each mode the mean of each Gaussian is the expected value of Mππ for the

measured momenta of the decay products. The expected Mππ is Mj(α, ptot), given by

equation 4.6, where the subscript j has been added to indicate that this expression is

different for each B0
(s) → h+h′− decay mode hypothesis. Since the mean of the Gaussian

depends on α and ptot it varies event by event. The Mππ distribution is

P (Mππ | α, ptot, sj) = fg1
1

σg1
√

2π
e

1
2

„
Mππ−Mj(α,ptot)

σg1

«2

+(1−fg1)
1

σg2
√

2π
e

1
2

„
Mππ−Mj(α,ptot)

σg2

«2

,

(4.13)

where fg1 is the is the fraction of events with resolution σg1. In practice it is difficult to

fit with σg1, σg2 and fg1 all free in the fit since fg1 is highly correlated to the resolutions,

σgi. To avoid this, the fraction is fixed to the value measured in the realistic simulation,

fg1 = 0.95 and the effect of fixing this fraction is considered as a systematic.

Mj(α, ptot) requires the pion and kaon masses and the world average values of these

are used [50]. For the B0, B0
s and Λ0

b masses the values measured by CDF are used

[54]. Those are:

MCDF
B0 = 5279.63± 0.53(stat.)± 0.33(sys.) MeV/c2;

MCDF
B0

s
= 5366.01± 0.73(stat.)± 0.33(sys.) MeV/c2;

MCDF
Λ0

b
= 5619.7± 1.2(stat.)± 1.2(sys.) MeV/c2.

Using masses measured by the same detector removes common systematic uncertain-

ties. The expected invariant mass for each mode will be further shifted due to misrecon-

structing kaons and protons as pions. This is different from the shift due to calculating

the invariant mass assuming the pion mass for the decay products but rather is due to

making this assumption during event reconstruction. As particles travel through the

material of the detector they lose energy. The event reconstruction automatically cor-
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mode mass correction (MeV/c2)
B0 → π+π− —
B0 → K+π− 1.1
B0

s → K+π− 1.1
B0

s → K+K− 2.1
Λ0

b → pπ− 1.7
Λ0

b → pK− 2.6

Table 4.1: The correction to the invariant ππ-mass required to correct for the bias due
to reconstructing the event assuming both the decay products are pions.

rects for this energy loss given the mass of the particle involved. This analysis assumes

all particles are pions as the particle type is not known at the time of reconstruction.

Where one or both particles are not pions an incorrect energy correction is applied,

biassing the calculation of invariant mass. This shift has been measured for each of the

B0
(s) → h+h′− and Λ0

b → ph− decay modes and can be applied as a correction to the

bias [41]. The corrections to be applied for each mode are listed in table 4.1.

To allow for a shift in the global mass scale a parameter ∆m is included such that

the masses used in the fit are:

MB0 = MCDF
B0 + ∆m; (4.14)

MB0
s

= MCDF
B0 + ∆m; (4.15)

MΛ0
b

= MCDF
B0 + ∆m. (4.16)

In this way the effect of the uncertainty on the global mass scale is included in the

statistical rather than systematic error. This leaves only the uncertainty due to the

relative B and Λ0
b masses to contribute to the systematic uncertainty.

4.5.2 Mass distribution for background

The background consists of two types of events, combinatorial and physics background,

each with a different mass distribution. The Mππ distribution for all background events
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is given by

P (Mππ | b) = (1− fA)Pcomb(Mππ) + fAPA(Mππ), (4.17)

where fA is the fraction of background from partially reconstructed decays rather than

combinatorial background. The Mππ distributions for combinatorial (Pcomb(Mππ)) and

physics (PA(Mππ)) background are discussed below.

Combinatorial background

The combinatorial background consists of pairs of unrelated particles which pass the

selection requirements and are combined to make a decay. In the transverse plane the

kinematics of these events look like a B0
(s) → h+h′− decay however the particle tracks

are separated along the z direction. Combinatorial background is distributed across

the full mass range.

The Mππ distribution for combinatorial background is described by an exponential

function,

Pcomb(Mππ) =
c1 · e(c1·Mππ)

e(c1·mmin) − e(c1·mmax)
, (4.18)

which is normalised over the allowed mass range (mmin < Mππ < mmax). The func-

tional form of the PDF was chosen by studying a sample obtained using the same

selection cuts as for the analysis sample but with the requirement on χ2 of the vertex

reversed [55]. This produces a sample of combinatorial background with little contam-

ination from B0
(s) → h+h′− or Λ0

b → ph− decays. The shape of the Mππ distribution

is somewhat dependent on χ2 so this sample can only be used to provide a qualitative

model of the mass shape. The slope of the exponential, c1, is left free to be determined

by the fit to data and is dominated by the background events at high mass, above the

signal peaks.
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Physics background

There is a significant change in the background slope just below the B0
(s) → h+h′−

mass peak indicating an additional source of background. This background comes from

misreconstructed decays of B-hadrons. These are multi-body decays where only two of

the final-state particles have been reconstructed. The Mππ distribution for these decays

is suppressed at Mππ ≈ 5.15 GeV/c2 for kinematic reasons since Mππ < MB0
(s)
−mπ.

The main contribution to this background comes from the decays B+ → h+
1 h

−
2 h

+
3 ,

B0 → h+
1 h

−
2 h

0
3 and B0

s → h+
1 h

−
2 h

0
3 where h = π or K. These include decays which occur

via resonance states of ρ or K∗ mesons plus either a kaon or a pion: B+ → ρ0π+,

B+ → ρ0K+, B0 → ρ±π∓, B0 → ρ−K+, B0
s → ρ±π∓, B0

s → ρ+K− (where ρ → ππ)

and B+ → K∗0π+, B+ → K∗+π0, B0 → K∗+π−, B0 → K∗0π0 (where K∗ → Kπ)

and many others. The branching fractions of many of the B0 decay modes have been

measured at the B-factories BarBar and Belle [56] but the B0
s branching fractions

are unknown and have large theoretical uncertainties. The shape of the distribution of

physics background is fit directly with the data. The functional form of the distribution

was determined at CDF using a simulation of some of the decays mentioned above,

in particular the decays occurring via the ρ resonance [55]. Figure 4.7 shows the

simulated B → ρh decays which were generated using the branching fractions in [56]

and theoretical predictions for B0
s [57]. Similar distributions are expected for all the

background decay modes in this region.

The Mππ distribution for the physics background is a convolution of a Gaussian

curve and an Argus function [58]:

PA(Mππ) = gA(Mππ)⊗ hA(Mππ). (4.19)

The Gaussian function, gA(Mππ), accounts for the mass resolution and is centred at

zero with a width of 22 MeV/c2 which is the width of a single mode. The Argus function
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Figure 6.7: Invariant ππ-mass distribution of simulated B → ρπ/ρK decay modes and of the sum of
all simulated B → ρπ/ρK modes, the fit function (eq. (6.16)) is overlaid (a). Comparison of simulated
B → ρπ/ρK background modes and B0

(s) → h+h
′−(Λ0

b → ph−) signal modes (b).

A change of the slope of the mass distribution of the signal sample, at masses just below the
signal mass, clearly indicates an additional background source with an LT distribution biased towards
positive values. This contribution is readily interpreted as mis-reconstructed b-hadron decays. These
are multi-body b-hadron decays, where only two tracks were reconstructed, resulting in the typical
shoulder-shape, that is suppressed around 5.15 GeV/c2, because their contribution is limited to the
mππ < mB0

(s)
− mπ region for kinematic reasons.

The main contribution to the partially-reconstructed heavy flavor decays is due to the coming
from decay modes B+ → h+

1 h−
2 h+

3 , B0 → h+
1 h−

2 h0
3 and B0

s → h+
1 h−

2 h0
3, where h = π or K. In

particular, they include also all the decay modes involving an intermediate resonance as a ρ or a K∗

meson plus a pion or a kaon: B+ → ρ−π+, B+ → ρ0K+, B0 → ρ∓π±, B0 → ρ−K+, B0
s → ρ∓π±,

B0
s → ρ+K− (where ρ → ππ) and B+ → K∗0π+, B+ → K∗+π0, B0 → K∗+π−, B0 → K∗0π0

(where K∗ → Kπ) and many others. Many branching fractions of the decays involving the B+ and
B0 mesons were measured at the B-Factories [48] while those of the B0

s mesons are still unknown
with large theoretical uncertainties. A huge amount of computing power would be needed to generate
physics background samples of adequate size for analyses like ours, with O(109) rejection factors on
background. Hence we chose the simpler, and more reliable, approach of extracting the information
on physics background from data, fitting its invariant mass distribution in the fit of composition.

In order to choose an appropriate functional form for the p.d.f of the physics background, we
simulated some of the decays listed above, in particular those involving the ρ meson resonance which
represent about 50% of the low-mass bump (see fig. 3.4). The invariant ππ-mass distribution of
the simulated events is shown in fig. 6.7. We summed the contributions according to their relative

Figure 4.7: The invariant ππ-mass distribution of simulated B → ρK and B → ρπ
decays. A fit to the combined mass shape is overlaid. (taken from [55].)

is

hA =


1
KA
Mππ

√
1−

(
Mππ

mA

)2

e
−cA

“
Mππ
mA

”2

if Mππ ≤ mA

0 if Mππ > mA

, (4.20)

where KA is the normalisation constant. The parameters mA and cA are free to vary

in the fit to data.

4.6 Particle identification probability density func-

tion

To construct the probability density function (PDF) for particle identification it is

necessary to consider the intrinsic dE/dx residuals for each particle and the correlation

between the observed dE/dx of each particle. The intrinsic residual dE/dx of each

particle is defined as

δi =
dE

dx

∣∣∣∣
meas

− dE

dx

∣∣∣∣
exp−i

, (4.21)

where dE
dx

∣∣
meas

denotes the measured dE/dx of the particle and dE
dx

∣∣
exp−i the expected

dE/dx of the particle for a given particle mass hypothesis, i. The particle mass hy-
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pothesis i may be kaon, pion, proton or electron. The observed residual is given by the

sum of the intrinsic, un-correlated, residual and the common mode shift, c. So for two

particles in the same event with mass hypotheses l and m the observed residuals are

δobsl = δl + c and δobsm = δm + c. (4.22)

As the observed residuals of the two particles are correlated it is not possible to separate

the PDFs for each particle and a combined PDF must be used. The joint PDF for the

observed residuals is given by the convolution of the PDFs for the intrinsic residuals

and the PDF for the correlation, that is:

P (δobs1 , δobs2 ) = (P (δ1)× P (δ2) )⊗ P (c)

=

∫ +∞

−∞
P (δ1 − c)P (δ2 − c)P (c)dc.

(4.23)

The shapes of the distributions of the intrinsic residuals depend on the mass hypothesis

of the particle. It is preferable to use the same observable in all parts of the likelihood.

A variable that is independent of the mode hypothesis can be defined as

ID =

dE
dx

∣∣
meas

− dE
dx

∣∣
exp−π

dE
dx

∣∣
exp−K −

dE
dx

∣∣
exp−π

. (4.24)

As a function of ID the residual is

δ(ID) = (ID − 〈ID〉)

(
dE

dx

∣∣∣∣
exp−K

− dE

dx

∣∣∣∣
exp−π

)
= (ID − 〈ID〉) ∆, (4.25)

where 〈ID〉 is the expected value of ID for a mass hypothesis. ∆ is defined as the

difference between the expected dE/dx for the kaon and pion mass hypotheses and as

such is a function of momentum.

The combined, two particle PDF for particle identification in terms of the ID for
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each particle (ID1 and ID2) is

P (ID1, ID2) =

∫ +∞

−∞
P (δ1(ID1)− c)P (δ2(ID2)− c)

∂ (δ1, δ2)

∂ (ID1, ID2)
P (c)dc (4.26)

=

∫ +∞

−∞
P (δ1(ID1)− c)P (δ2(ID2)− c)∆1∆2P (c)dc. (4.27)

The difference between the expected dE/dx for kaons and pions is a function of momen-

tum, ∆i(α, ptot), so changing variables from residuals to ID has introduced a momentum

dependence into the PDF: it is now conditional on α and ptot.

The PID distribution for each signal mode, j, is

P (ID1, ID2 | α, ptot, sj) =
1

KPID
j

∫ +∞

−∞
Ph(δ1,h − c)Ph′(δ2,h′ − c)∆1∆2P (c)dc. (4.28)

where KPID
j is the normalisation constant and the δi,h′ are functions of ID and dependent

on the particle hypothesis as are the Ph′(δ1,h′ − c).

The particle identification PDF for background uses the same joint two-particle

PDF as signal. The total PDF is the sum over all possible particle pair combinations

of the two-particle PDFs. The PDF for each pair hypothesis, (l,m), is weighted by

a factor wlwm where each weight, wl, is proportional to the fraction of that type of

particle, l, in the background sample. Contributions from pions, kaons, protons and

electrons are considered. The contribution from muons is combined with the pion

contribution since they are indistinguishable with the dE/dx resolution of the COT.

The PID distribution for background is

P (ID1, ID2 | α, ptot, b) =
∑

l,m=π,K,p,e

wlwm
(
P (ID1, ID2 | α, ptot, h, h

′)+P (ID1, ID2 | α, ptot, h
′, h)

)
(4.29)

and the weights wl are free parameters in the fit.

The intrinsic residuals are modelled by three Gaussians while the correlation is

modelled by the sum of two Gaussian distributions. The intrinsic residuals were pa-
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rameterised using kaons and pions from D∗+ → D0π+ and the conjugate decays where

D0 → K−π+ [59, 60]. It has been observed that the shape of the correlation is highly

sensitive to the sub-sample of runs used and so the parameters describing the correla-

tion were fitted using the B0
(s) → h+h′− sample [41].

4.7 Momentum probability density function

The kinematic and particle identification PDFs are both dependent on α and ptot. The

dependence is explicit for kinematic information and implicit for particle identification

where it comes in because the expected dE/dx of a particle is momentum dependent.

It is therefore necessary to model the distribution of α and ptot in the likelihood. This

is the origin of the term P (α, ptot). If the distributions are the same for each signal

mode and for background then the term P (α, ptot) factorises in the likelihood and so

does not contribute when the log of the likelihood is maximised. If the distributions

are different for each mode or between signal and background then the term no longer

factorises. In this case neglecting this term will bias the fit. Neglecting to model

distributions of any variables that vary on an event by event basis may lead to a bias,

as will be discussed further in section 5.8

α and ptot are not independent and so a joint PDF, P (α, ptot), is used to parame-

terise their distribution. The selection requirements used to obtain this sample restrict

the domain of α as a function of ptot. The trigger requirements on the transverse mo-

mentum of the final state particles mean that the particle momenta, p1 and p2, must

be greater than 2 GeV/c and the sum of the momenta, p1 + p2, must be greater than

5.5 GeV/c. This means that α and ptot are restricted to lie within the domain defined

by

p1 = ptot

(
1− |α|
2− |α|

)
> 2 GeV/c (4.30)
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and

ptot > 5.5 GeV/c. (4.31)

With these two constraints the remaining condition that p2 = ptot/(2−|α|) > 2 GeV/c

is automatically satisfied. The PDFs for signal were empirically determined from fits

to realistic simulations of the signal decays. The PDFs for background were empirically

determined from a fit to data in the mass sidebands: 5.000 < Mππ < 5.125 GeV/c2 and

5.600 < Mππ < 6.200 GeV/c2 [55].

The joint PDF for signal can be written as the product of the probability of mea-

suring ptot given the decay mode hypothesis sj, P (ptot | sj), and the probability of

measuring α given ptot and the mode hypothesis, P (α | ptot, sj). The joint probability

density for signal is

P (α, ptot | sj) = P (ptot | sj)P (α | ptot, sj)

=
1

Kmom
j

ea5ptot

4∑
i=0

(
aip

i
tot

) 6∑
k=0

bkα
k

(
ptot − 2

ptot − 4

)k
.

(4.32)

The PDF for ptot is an exponential function multiplied by a 4th-degree polynomial with

coefficients ai. P (α | ptot, sj) is a 6th-degree polynomial, with coefficients bk, scaled by

a factor (ptot − 2)/(ptot − 4) which comes from the constraint on the domain of α and

ptot in equations 4.30 and 4.31. The constants, ai and bk, are different for each decay

mode. The decays B0 → π+π− and B0
s → K+K− are kinematically symmetric so the

odd bk terms are fixed to zero. The constants were determined using a 2-dimensional,

binned, maximum likelihood fit to a detailed simulation for the analysis described in

[41]. The normalisation constant, Kmom
j , was calculated with a numerical 2-dimensional

integration of the PDF in the allowed domain of α and ptot. This analysis uses the

same data sample and selection requirements as [41] so the same constants are used.

The joint PDF for background is written as the product of the probability of

measuring ptot given the event is background b, P (ptot | b), and the probability of
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measuring α given ptot and given the event is background, P (α | ptot, b). The joint

probability density for background is

P (α, ptot | b) = P (ptot | b)P (α | ptot, b)

=
1

Kmom
b

(
1 +

(
ptot − λ

a

)2
)−m

e(−ν tan−1( ptot−λ
a ))

6∑
k=0

bkα
k

(
ptot − 2

ptot − 4

)k
.

(4.33)

The ptot distribution is a Pearson type-IV distribution [61] with free parameters λ, a, m

and ν. P (α | ptot, b) is a 6th-degree polynomial scaled by the factor (ptot−2)/(ptot−4)

which comes from the limits on the domain of α and ptot. No difference in the momen-

tum distributions of positive and negative particles is expected so the distribution is

forced to be symmetric by fixing the odd bk terms to zero. The constants and the nor-

malisation, Kmom
b , were determined from a 2-dimensional binned maximum likelihood

fit to a sample of background events from data [41]. The background sample used was

taken from the mass range 5.6 < Mππ < 6.2 GeV/c which lies above the signal mass

peak and is combinatorial background and the mass range 5.000 < Mππ < 5.125 GeV/c

which lies below the signal mass peak and contains a mixture of combinatorial back-

ground and partially reconstructed B meson decays. Figure 4.8 shows the mass regions

used to determine the constants in equation 4.33. The same α, ptot distribution is used

for both types of background since little contamination from partially reconstructed

decays is expected underneath the signal peak. This analysis uses the same constants

as were determined in [41].

4.8 Separation only fit

The composition of the data sample described in sections 3.2 to 3.4 is determined by

maximising the likelihood described in section 4.4 for the data sample. Figures 4.9,

4.10 and 4.11 show the projections of the likelihood fit onto the variables used in
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Figure 4.8: The mass regions used to parameterise the distribution P (α, ptot | b) are
indicated in red (low mass sideband) and blue (high mass sideband).

the likelihood. Also shown are the residual distributions for each variable, where the

residual is the difference between the binned projected fit distribution and the binned

distribution in data divided by the statistical uncertainty on the distribution in data

for each bin. In addition to the projections for the variables in the likelihood, the

projection of the fit onto the sum and difference of the ID variables is shown. The

quantity (ID1 − ID2) is independent of the correlation between IDi for each particle

while (ID1 + ID2) has the effect of the correlation doubled so these distributions can

be used to check that the both the particle identification resolution and correlation are

modelled correctly. The separation fit models the distribution of each of the variables

used in the likelihood well.

The fractions of each decay mode measured by the separation likelihood fit are sum-

marised in table 4.2. Also summarised in the same table are the fractions as measured

by an earlier analysis that used the same data sample [41]. Both analyses are based

on the work in [52] and many improvements were implemented in [41], most of which

were included in this analysis. The main difference between this likelihood fit and that

in the earlier analysis [41] is in the parameterisation of the signal mass model. In the

earlier analysis an invariant mass template was determined using a custom simulation

which included the effects of final state radiation as well as decay kinematics and de-

tector resolution effects. The parameters of the template were then determined using

D0 → Kπ decays. Final state radiation leads to a high tail in the mass distributions
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Figure 4.9: ππ-invariant mass projection of the separation fit.

 [GeV/c]totp
10 15 20 25 30 35

Ev
en

ts
 p

er
 0

.4
8 

G
eV

/c

0

200

400

600

800

1000

1200

1400
-!+K"0B
+!-K"

0B
KK"0

sB
!!"0B
!K"0

sB
!p"b#

pK"b#
combinatorial bkgd
Three-body B decays

 [GeV/c]totp
10 15 20 25 30 35

$
(fi

t -
 d

at
a)

/

-5
-4
-3
-2
-1
0
1
2
3
4
5

(a) ptot

!
-0.8 -0.6 -0.4 -0.2 -0 0.2 0.4 0.6 0.8

Ev
en

ts
 p

er
 0

.0
27

0

50

100

150

200

250

300

350

!
-0.8 -0.6 -0.4 -0.2 -0 0.2 0.4 0.6 0.8

"
(fi

t -
 d

at
a)

/

-5
-4
-3
-2
-1
0
1
2
3
4
5

(b) α

Figure 4.10: Projection of the separation fit onto the α and ptot variables.



4.8 Separation only fit 86

1ID
-3 -2 -1 0 1 2 3

Ev
en

ts
 p

er
 0

.1
2

0

100

200

300

400

500

600

700 -!+K"0B
+!-K"

0B
KK"0sB
!!"0B
!K"0sB
!p"b#

pK"b#

combinatorial bkgd
Three-body B decays

1ID
-3 -2 -1 0 1 2 3

$
(fi

t -
 d

at
a)

/

-5
-4
-3
-2
-1
0
1
2
3
4
5

(a) ID1

2ID
-3 -2 -1 0 1 2 3

Ev
en

ts
 p

er
 0

.1
2

0

100

200

300

400

500

600

700

2ID
-3 -2 -1 0 1 2 3

!
(fi

t -
 d

at
a)

/

-5
-4
-3
-2
-1
0
1
2
3
4
5

(b) ID2

2 - ID1ID
-5 -4 -3 -2 -1 0 1 2 3 4 5

Ev
en

ts
 p

er
 0

.1
7

0

100

200

300

400

500

600

700

2-ID1ID
-5 -4 -3 -2 -1 0 1 2 3 4 5

!
(fi

t -
 d

at
a)

/

-5
-4
-3
-2
-1
0
1
2
3
4
5

(c) ID1 − ID2

2+ID1ID
-5 -4 -3 -2 -1 0 1 2 3 4 5

Ev
en

ts
 p

er
 0

.1
7

0

100

200

300

400

500

600

700

800

2+ID1ID
-5 -4 -3 -2 -1 0 1 2 3 4 5

!
(fi

t -
 d

at
a)

/

-5
-4
-3
-2
-1
0
1
2
3
4
5

(d) ID1 + ID2

Figure 4.11: Projection of the separation fit onto the IDi variables.
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Parameter
This analysis Previous analysis [41]
fit error fit error

B0 → K+π− fraction 0.580 0.012 0.577 0.010
B0

s → K+K− fraction 0.1863 0.0090 0.186 0.009
B0 → π+π− fraction 0.1581 0.0093 0.160 0.009
B0

s → K+π− fraction 0.0378 0.0054 0.035 0.006
Λ0

b → pK− fraction 0.0212 0.0040 0.022 0.003
Λ0

b → pπ− fraction 0.0169 0.0036 0.015 0.003
f
B0→π+K−

−fB0→K+π−

f
B0→π+K−

+fB0→K+π−
-0.095 0.023 -0.092 0.023

f
B0

s→K+π−−fB0
s→π+K−

f
B0

s→K+π−+f
B0

s→π+K−
0.42 0.18 0.48 0.19

f
Λ0
b
→K+p

−f
Λ0
b
→pK−

f
Λ0
b
→K+p

+f
Λ0
b
→pK−

-0.27 0.22 -0.29 0.19

f
Λ0
b
→π+p

−f
Λ0
b
→pπ−

f
Λ0
b
→π+p

+f
Λ0
b
→pπ−

0.06 0.21 0.06 0.21

background fraction 0.4839 0.0075 0.481 0.008

Table 4.2: Summary of the fraction of each B0
(s) → h+h′− and Λ0

b → ph− mode
determined by the separation fit in this analysis and also in the previous analysis on
the same data sample [41]. “B0 → K+π− fraction” implies the fraction of signal that
is either B0 → K+π− or B0 → π+K− and similarly for the other B0

(s) → h+h′− and

Λ0
b → ph− modes. fj is the fraction of signal which is is of mode j (not including the

conjugate decay).

and neglecting this affect primarily affects the rare decay modes. The second difference

between this fit and the earlier analysis is in the parameterisation of the joint distribu-

tion of α and ptot in background. The earlier analysis uses only the high mass sideband

to parameterise the distribution, neglecting the contribution due to physics-type back-

ground. In section 7.10 alternative ways of determining the background momentum

distribution will be considered and the final measurement actually uses a parameteri-

sation which is closer to that used in [41]. Both this fit and the earlier analysis use very

similar likelihoods for the statistical separation of the B0
(s) → h+h′− and Λ0

b → ph−

decay modes so a close agreement is expected and obtained.
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4.9 Summary

The data sample used in this analysis includes contributions from several B0
(s) → h+h′−

and Λ0
b → ph− decay modes as well as combinatorial background and background from

partially reconstructed three-body B meson decays. It is not possible to separate

these contributions on an event by event basis; however, statistical separation of the

contributions is possible using kinematic information (the invariant ππ-mass, scalar

sum of the hh′ momenta, ptot, and the charge weighted momentum imbalance, α) and

particle identification using dE/dx in the COT. Section 4.4 described the likelihood

function used to statistically determine the contributions to the sample. This includes

terms describing the distributions of Mππ and of dE/dx dependent variables which are

both, in turn dependent on α and ptot. This dependence requires that a term describing

the joint distribution of α and ptot is included to complete the likelihood.

This likelihood function is used to determine the composition of the data sample

used for this analysis (and described in chapter 3). The fractions of each contribution

to the sample obtained here agree well with those obtained by the previous analysis

which used the same data sample and a very similar method.



Chapter 5

Measuring an unbiased lifetime

5.1 The effect of a hadronic trigger on a lifetime

distribution

An unbiased sample of long-lived particles has a distribution of lifetimes which is

exponential (as shown in figure 5.1a). Fitting this distribution with an exponential

function to find the mean lifetime is a simple matter. If the range of lifetimes measured

is limited by a cut applied directly to the lifetime (figure 5.1b) the mean lifetime can

still be found by fitting an exponential function to the distribution within the allowed

range of lifetimes. If cuts are applied indirectly to the lifetime they may shape the

lifetime distribution as shown in figure 5.1c. If these cuts are not corrected for then

the measurement of the mean lifetime in this sample will be biased.

Section 2.8 describes the hadronic trigger used to reject uninteresting events and

select events consistent with B decays to two hadrons. This trigger places cuts on the

geometry and kinematics of the decays. While the measured lifetime is independent of

many of these cuts some of them, such as the cuts on track impact parameter (IP) and

on the displacement of the decay vertex from the interaction point in the transverse

plane (LT) do affect the measured lifetime distribution. Figure 5.2 demonstrates how

89
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(b) Lifetime distribution biased by direct cuts on lifetime.
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Figure 5.1: The distribution of measured lifetime, ct, in three samples of B0
s → K+K−

events from a Monte Carlo simulation. Figure 5.1a shows the lifetime distribution
before any event selection is made. Figure 5.1b shows the lifetime distribution after
events have been selected by placing a cut directly on the lifetime. Figure 5.1c shows the
lifetime distribution after the hadronic trigger has been used to select events, placing
cuts which indirectly cut on the lifetime.
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Figure 5.2: The topologies for three decays of a B meson to two kaons are shown. In
each case the magnitude of the momentum of the B meson is the same so the length
of the red arrow indicates the lifetime of the B. It can be seen that a single value of
impact parameter for the K+ can correspond to a range of lifetimes for the B meson.

a single impact parameter measurement can translate to a range of measured lifetimes.

A single measurement of LT will also correspond to a range of lifetime measurements

depending on the momentum of the B meson. Figure 5.1c shows the effect of the

hadronic trigger on the distribution of measured lifetimes in a simulated sample of

B0
s → K+K− events. Averaged over all events the translation between a cut on IP or

on LT to a cut on lifetime is non linear and it is necessary to account for the bias this

imposes on a measurement of lifetime.

One method commonly used to correct for the trigger bias requires a detailed sim-

ulation of the detector and trigger. By simulating a sample of events and passing them

through the detailed detector and trigger simulations a graph, similar to figure 5.1c,

of the lifetime distribution for the now biased sample can be made. By comparing the

biased distribution to the original, unbiased, lifetime distribution the efficiency of the

trigger and detector as a function of lifetime can be obtained. This lifetime efficiency

function can be used to correct for the bias imposed by the trigger. This method has
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been used successfully in analyses at CDF for example [62, 53]. The disadvantage of

this method is that the event, detector and trigger simulation has to very accurately

model what happens in data. This not only adds a systematic uncertainty to the mea-

surement but as the size of the data samples increases a much larger and more accurate

simulated sample is required to keep the systematic errors smaller than the statistical

uncertainty on any measurement. In addition, any change in the selection requirements

of the sample or the addition of data produced under different running conditions re-

quires the production of a new, large, simulated sample. This thesis utilises a different

method, that does not require a detailed simulation of events, detector and trigger,

for correcting for the bias caused to a lifetime measurement by the use of a hadronic

trigger. A full description of this method follows.

5.2 A data only approach to account for a trigger

bias

It has already been stated that, averaged over all events, there is no linear relationship

between a cut on impact parameter or LT and the effective cut on lifetime this creates.

If the geometry and kinematics of an event are fixed, allowing only the lifetime of the B

meson to vary, then for this event each track impact parameter corresponds to a single

lifetime. This is shown in figure 5.3. The figure shows a long-lived B meson decaying

to two hadrons. The momenta of all the particles are fixed but the lifetime of the

B meson is allowed to vary. Each lifetime corresponds to a single impact parameter

for each track (for simplicity this is shown for one track, the K+, only). Given the

kinematics and geometry of the decay the effective cut on lifetime can be calculated

from the direct cut on IP for a single event. This is similarly true for the cut on LT.

For each event, the range of lifetimes which could have been accepted by the trigger

is calculated by sliding the position of the B along its trajectory, thus varying its
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Figure 5.3: The relationship between impact parameter and lifetime. If the geometry
and kinematics of the decay are fixed and only the lifetime of the B is allowed to vary
then each lifetime corresponds to a single impact parameter (IP) for each decay product
track.

lifetime, while keeping the kinematic quantities of the decay fixed. If the decay would

have satisfied the trigger requirements at a given point then the lifetime at that point

falls within the acceptance. This is demonstrated in figure 5.4. The resulting lifetime

acceptance function is a single top hat function with a minimum and a maximum

accepted lifetime, tmin and tmax.

For signal only, neglecting measurement errors for the moment, the probability that

an event has a lifetime t can be written as the product of the probability that the event

has a lifetime t given that t must lie between tmin and tmax and the probability that
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Figure 5.4: A B0
s meson decays to two kaons. If the kinematics of the decay are kept

fixed and the lifetime of the B0
s is increased from zero then at each time t the parameters

of the event can be checked to confirm if the trigger conditions are fulfilled for that
t. In this way the acceptance function for this event is found. It is a single top hat
function with minimum and maximum times tmin and tmax. The diagram illustrates
this process for impact parameter cuts. LT cuts are included in the same way.
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the limits the lifetime is constrained by are tmin and tmax, that is,

P (t) = P (t | tmin, tmax)P (tmin, tmax) (5.1)

=
1
τ
e
−t
τ∫ tmax

tmin

1
τ
e
−t′
τ dt′

P (tmax, tmin) (5.2)

=
1
τ
e
−t
τ

e
−tmin

τ − e
−tmax

τ

P (tmax, tmin) (5.3)

for tmin ≤ t ≤ tmax and P (t) = 0 for all other t. The probability, P (t | tmin, tmax) is

an exponential lifetime distribution normalised to lie within tmin and tmax. The second

term, P (tmax, tmin), is the probability an event has minimum and maximum accepted

lifetimes tmin and tmax and it depends on impact parameter cuts and on the kinematics

of the decay but is independent of measured event lifetime.

For a series of N measurements of lifetime the mean lifetime, τ , of the decay can

be estimated by maximising the log of the likelihood for τ . The likelihood for τ can

be written as the product of the probabilities for each measured time ti. For a set of

ideal decays (no measurement errors, no background) the likelihood is

L =
N∏
i=1

Pi(ti) (5.4)

=
N∏
i=1

(
P (ti | tmax i, tmin i) · P (tmax i, tmin i)

)
, (5.5)

where tmin i and tmax i are the minimum and maximum lifetimes which satisfy the trigger

requirements for the ith event. The log of the likelihood is

logL =
N∑
i=1

logP (ti | tmax i, tmin i) +
N∑
i=1

logP (tmax i, tmin i). (5.6)

P (tmax i, tmin i) is independent of the measured lifetime for the event so the second

summation in equation 5.6 is a constant which disappears when the log-likelihood

is maximised. Note that this is only true in this simple case of signal only. When
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background events are also included this term no longer vanishes. This is discussed

further in section 5.8.

Using equation 5.3, the log-likelihood becomes

logL = −N log τ −
N∑
i=1

(
ti
τ

+ log
(
e
−tmin i

τ − e
−tmax i

τ

))
. (5.7)

Note that this differs from the likelihood for an unbiased sample (without any effective

lifetime cuts) only by the addition of the term

logLcuts = −
N∑
i=1

log

(
e
−tmini

τ − e
−tmax i

τ

)
. (5.8)

Equation 5.3 was derived assuming the lifetime was measured exactly and that the

cuts on impact parameter and LT were made precisely. In reality there is an uncertainty

on all of these measurements and this needs to be included in the likelihood.

5.3 Incorporating measurement errors

Equation 5.3 gives the probability an event has a true lifetime t given a minimum

and maximum accepted lifetime. In fact a lifetime t0 is measured with a measurement

uncertainty σt. In this analysis it is assumed that the resolution of the measured

lifetime is Gaussian distributed, this is discussed further in section 7.16.2. Assume for

the moment that the trigger is applied to the offline reconstructed quantities. The

lifetime acceptance function is calculated in exactly the same way as before, as shown

in figure 5.4, only now the trigger is applied to offline reconstructed quantities and

the acceptance is a function of measured rather than true lifetime. The probability

of measuring a lifetime t0 can be written as an integral over all true decay times t in

terms of the following functions:
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• The probability that a particle decays with a true lifetime t, given a mean lifetime

τ ,

P (t | τ) =
1

τ
e
−t
τ ; (5.9)

• The probability that the measured lifetime is t0 given the true decay time t and

a measurement uncertainty σt,

P (t0 | t, σt) =
1√
2πσt

e
− (t−t0)2

2σ2
t ; (5.10)

• The lifetime acceptance as a function of the measured lifetime, t0,

A(t0).

For a single event, the probability of measuring a time t0 given a mean lifetime τ ,

an acceptance A and an uncertainty on the measured time σt is

P (t0 | A, τ, σt) =

∫∞
0

1
τ
e−

t
τ

1√
2πσt

e
− (t−to)2

2σt
2 A(t0)dt∫∞

−∞

∫∞
0

1
τ
e−

t
τ

1√
2πσt

e
− (t−to)2

2σt
2 A(t0)dt dt0

. (5.11)

Assuming the trigger cuts are applied to offline quantities, the acceptance is given

by

A(t0) = θ(t0 − tmin)− θ(t0 − tmax) (5.12)

where θ is the Heaviside step function. Equation 5.12 is a simple top hat function.

It has this simple shape because a linear relationship between impact parameter and

lifetime and between LT and lifetime has been established on an event by event basis.
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5.4 The signal lifetime probability with different

online and offline quantities

In the above it was assumed that the trigger was applied to offline quantities. In fact,

the level 2 trigger uses silicon vertex tracker (SVT) quantities that differ from the final,

offline quantities used to reconstruct the lifetime. It is now necessary to re-establish

a direct link between the online, SVT measured quantities and the offline measured

lifetime. For every event the online impact parameters used by the trigger are known so

it is possible to calculate the difference between online and offline impact parameter,

∆d0, for each track, in each event. For a single event the acceptance function is

calculated by sliding the event along its trajectory, varying its lifetime. The offline

impact parameter, doff
0 , for each track is calculated at each lifetime. The expected SVT

measured impact parameter (dSVT
0 ) for each track can be calculated from doff

0 , as

dSVT
0 = doff

0 + ∆d0. (5.13)

where it is assumed that ∆d0 is independent of the measured impact parameter. As the

B lifetime is varied the event is checked to confirm whether the calculated SVT track

impact parameters pass the trigger. In this way cuts on SVT measured quantities

are translated into cuts on measured lifetime. This is illustrated in figure 5.5. The

distribution of ∆d0 observed in data is shown in figure 5.6. Figure 5.7 demonstrates

that ∆d0 is independent of the measured lifetime.

The level 3 trigger uses a version of the offline reconstruction code different from the

final offline reconstruction. In the same way that SVT measured quantities must be

used to confirm the level 2 trigger it is important to use the track parameters level 3 had

to confirm its trigger decision. The level 3 impact parameters and LT are translated

into offline impact parameters in the same way as for SVT quantities. For each track in

each event the difference between L3 and offline impact parameter, ∆dL3
0 , is calculated.
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For a single event the acceptance function is calculated by sliding the event along

its trajectory, varying its lifetime. As the lifetime is varied so is the offline impact

parameter, doff
0 of each track. The expected level 3 measured impact parameter for

each track, dL3
0 , is calculated from the offline impact parameter as dL3

0 = doff
0 + ∆dL3

0 .

The level 3 trigger is applied to the calculated level 3 impact parameter and LT to

obtain the acceptance function for the offline measured lifetime.

5.5 The discrete SVT impact parameter

The SVT uses fast, integer arithmetic to calculate track parameters and returns impact

parameters that are multiples of 10 µm (d0 = 0 µm, ±10 µm, ±20 µm, ±30 µm. . . ).

Figure 5.8 shows the distribution of SVT measured impact parameter in data collected

by the B PIPI trigger. It has been demonstrated that this discretisation of the SVT

impact parameter biases the lifetime fit [63]. A fit to 15k simulated B+ → D0π+ events

passed through a detailed detector and trigger simulation, neglecting the effect of the

discretised SVT, yielded a result of cτ = 448±6 µm compared to an input value of 496

µm. To include this effect in the fit the acceptance function is calculated by sliding the

event along its trajectory but instead of calculating dSVT
0 simply as dSVT

0 = doff
0 + ∆d0

the result is rounded to the nearest 10 µm. Including this correction, the fit to the

simulated B+ → D0π+ events gave a result of 494 ± 7 µm that is in good agreement

with the input value of 496 µm.

5.6 The full, signal only, lifetime probability for one

decay mode

Section 5.2 established a linear relationship between offline measured impact param-

eter and lifetime and between offline measured LT and lifetime on an event by event
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Figure 5.8: The distribution of SVT-measured impact parameter in data. The SVT
returns impact parameters that are multiples of 10 µm. The data has been selected by
the BPIPI trigger that requires a minimum impact parameter of 100 µm.

basis. Section 5.4 established that there is also a linear relationship between the online

measured impact parameters and LT and the offline measured lifetime. This linear rela-

tionship means the acceptance function is still a top hat function that can be described

by equation 5.12,

A(t0) = θ(t0 − tmin)− θ(t0 − tmax). (5.14)

Using this, the probability of measuring a lifetime t0 for signal only, given in equa-

tion 5.11, becomes

P (t0 | τ, tmin, tmax, σt) =

∫∞
0

1
τ
e−

t
τ

1√
2πσt

e
− (t−to)2

2σt
2 dt∫ tmax

tmin

∫∞
0

1
τ
e−

t
τ

1√
2πσt

e
− (t−to)2

2σt
2 dt dt0

(5.15)

for tmin ≤ t0 ≤ tmax and P (t0 | τ, tmin, tmax, σt) = 0 for all other t0.
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Figure 5.9: ct projection for a lifetime fit to a simulated sample of B0
s → K+K− events

(upper plot). The lower plot shows the residual distribution from this fit.

5.7 Detailed Monte Carlo simulation

To test the basic method the fit was performed on a sample of B0
s → K+K− events

from the realistic simulation described in section 3.5. The input lifetime was 438 µm/c

and the fit returned a lifetime of 441.5± 2.9 µm/c which is 1.2σ from the truth value.

Figure 5.9 shows the projection of the lifetime fit.

5.8 Including background

The method described above can be used to measure, without using a Monte Carlo

simulation, a lifetime using a sample of signal events that have been biased by the

hadronic trigger. The PDF so far is the probability of measuring a lifetime, t0, given

the minimum and maximum accepted lifetimes, tmin and tmax, for an event. tmin and
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tmax are calculated from the kinematics of the decay which translate trigger require-

ments into limits on measured lifetime and are independent of the lifetime itself. The

probability of observing tmin and tmax, and hence the decay kinematics, was neglected

because the kinematics are independent of lifetime and so the probability factored out

of the likelihood. Mathematically, in the expression for the probability of observing a

particular combination of lifetime, tmin and tmax,

P (t0, tmin, tmax) = P (t0 | tmin, tmax)P (tmin, tmax), (5.16)

the term P (tmin, tmax) can be neglected because it is a simple factor which is indepen-

dent of lifetime. In a sample which includes background and signal events, however,

the full expression becomes

P (t0, tmin, tmax) = P (s)P (t0 | tmin, tmax, s)P (tmin, tmax | s)

+ P (b)P (t0 | tmin, tmax, b)P (tmin, tmax | b),
(5.17)

where P (s) is the probability an event is signal and P (b) = 1.0−P (s) is the probability

it is background. Now the terms P (tmin, tmax | s) and P (tmin, tmax | b) only factor out if

they are the same. Neglecting these terms when they are different is equivalent to get-

ting the signal and background fractions wrong. This is more apparent if equation 5.17

is rewritten as

P (t0, tmin, tmax) =
(
P (s | tmin, tmax)P (t0 | tmin, tmax, s)

+ P (b | tmin, tmax)P (t0 | tmin, tmax, b)
)
· P (tmin, tmax).

(5.18)

In equation 5.18 the last term, P (tmin, tmax), is the total probability of observing tmin

and tmax irrespective of whether the event was signal or background and this term

does factor out of the likelihood and can be neglected. The terms P (s | tmin, tmax) and

P (b | tmin, tmax) are the probabilities that an event is signal or background respectively

given tmin and tmax; in effect they give the signal fraction for each combination of tmin
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and tmax. There is a choice: calculate the probability of getting tmin and tmax given that

an event is signal or background as in equation 5.17; calculate the probability that an

event is signal or background given tmin and tmax as in equation 5.18. The distribution

of tmin and tmax for signal and background cannot be neglected altogether without, in

effect, getting the signal fraction wrong.

This problem of miscalculating the signal fraction arises whenever a quantity that

changes event by event, for example event by event acceptance functions or event by

event lifetime errors, is used without modelling its distribution correctly. This effect is

discussed in [64] for the case of event by event lifetime errors.

5.9 The lifetime distribution for background

It is not necessary to know the physical meaning of the background lifetime distribution

for the measurement of the B0
s → K+K− lifetime and so it can be described by a general

PDF y(t0). y(t0) is the distribution of lifetimes in the background before the trigger. It

includes all detector resolution effects so does not depend on the measured uncertainty

on lifetime, σt. The probability of measuring a lifetime, t0, given that an event is

background and given the minimum and maximum accepted lifetimes, tmin and tmax,

is

P (t0 | b, tmin, tmax) =


y(t0)∫ tmax

tmin
y(t0)dt0

for tmin ≤ t0 ≤ tmax

0 for all other t0.

(5.19)

y(t0) has been normalised such that t0 lies within the range of accepted lifetimes.

The background lifetime distribution is parameterised by fitting the height, y(t0),

at different lifetimes, tj, and interpolating between these points using exponential func-

tions. So

y(t0) = e
aj+

„
aj+1−aj
tj+1−tj

«
(t0−tj)

for tj ≤ t0 ≤ tj+1 (5.20)
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where the aj are constants to be found. The number, n, and spacing of the points tj

are chosen to use as few parameters as are needed to describe the distribution. The

points are spaced most tightly at low lifetimes where the distribution of lifetime varies

most rapidly and there are fewer points at large lifetimes where the distribution varies

less. The tj are distributed logarithmically according to

tj = tmin +
(
−c+ e(ln(c)+

ln(c+b)−ln(c)
n

·j)
)
· (tmax − tmin)

b
, (5.21)

where c and b are constants which affect the scale of the logarithmic spacing. For a

given c (c = 1 was chosen arbitrarily) decreasing b spaces tj more equally. Values of

c = 1 and b = 4 were chosen as they give a good fit to the background in the upper

sideband.

The B PIPI trigger ensures that few events pass with very low lifetimes. There is

also very little background with very long lifetimes (t0 > 1500 µm). To accommodate

the low density of events at the extremes of the lifetime range the first point is set

at t0 = 0 and the second point at t1 = 130 µm where the density of events begins to

increase. The last point is set to t9 = 3000 µm which is the maximum allowed lifetime

in the sample. The penultimate point is placed at t8 = 1500 µm. Between t1 and

t8 the points are spaced logarithmically as described above and shown in figure 5.10.

There are ten parameters in the background lifetime PDF which are free in the final

fit. Ten parameters were found to be sufficient for the statistics available. Increasing

the number of parameters has little effect on the goodness of the fit but does affect

its stability. The systematic effect of the choice of background lifetime distribution is

discussed in section 7.12.

To test the background lifetime parameterisation a fit was performed on data from

the upper side band region, 5.551 < Mππ < 7.0 GeV/c2, above the Λ0
b region. The

projection of this fit is shown in figure 5.11. This parameterisation gives a good fit to

the data. The distribution, y(t0), returned by the fit is shown in figure 5.10.



5.9 The lifetime distribution for background 106

m]µct [
0 500 1000 1500 2000 2500 3000

y(
t)

-310

-210

-110

1

10

210

310

410

Figure 5.10: The background lifetime distribution, y(t0), obtained from a fit to a back-
ground only sample from the upper sideband in data. This is the distribution before
any trigger or selection requirements have been made. The distribution is parame-
terised by fitting the height of the distribution at times tj, indicated by the vertical
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as straight lines due to the logarithmic scale.
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this fit. This distribution has been shaped by the trigger and selection requirements
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5.10 The distribution of accepted lifetimes

Including background led to the addition of the terms P (s | tmin, tmax) and P (b |

tmin, tmax) in the lifetime PDF (in equation 5.18). These terms describe the probability

that an event is signal (or background) given tmin and tmax. Rather than try to model

them directly, these terms are simplified by making the approximation:

P (s | tmin, tmax) ≈ P (s | κ) (5.22)

where κ is a single number. P (s | κ) is the probability that an event is signal given

κ. The two variables, tmin and tmax, are reduced to the single variable, κ, using a

linear transformation; each co-ordinate (tmin, tmax) is projected onto a line in the tmin,

tmax plane. In order to maximise the information retained the line is chosen which

provides the best discrimination between signal and background events. This direction

can be found using a Fisher linear discriminant analysis, which is described in the

next section. It is important to note that while the term P (s | κ) may provide some

discrimination between signal and background events its purpose is to approximate the

term P (s | tmin, tmax).

The technique of Fisher linear discriminant analysis is described in section 5.11 for

the case where there are known samples of signal and background data. Section 5.12

explains how this technique may be used with a signal sample which is contaminated

with background. The Fisher analysis is used to convert tmin and tmax to a single

variable κ in section 5.13 and this section also describes how the term P (s | κ) is

modelled.

The discussion that follows is for the case where there is one type of signal and

one type of background in a sample. In fact the data sample used here contains many

decay modes and the ideas here will be revisited in section 6.2 when these are included

in the likelihood. Finally this approach of approximating P (s | tmin, tmax) to P (s | κ)
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will be tested in a more complicated scenario in section 7.4.

5.11 Fisher linear discriminant analysis

Consider data containing two classes of events, signal and background, where each

event can be described by two variables x and y. Figure 5.12a shows an example

distribution of such data. The distribution can be reduced from 2 dimensions to 1

dimension by projecting all of the points onto a line. The best line to choose is the one

which provides the best separation of the two classes of events once they have been

projected onto it. In the example in figure 5.12a the line providing the best separation

is approximately the one which joins the means of the two samples, µs =
(
xs
ys

)
and

µb =
(
xb
yb

)
. Figure 5.12b shows another example of possible distributions of two classes

of events in x and y. In this case projecting the data onto a line along the means

of the two distributions would provide poor separation of the two samples. A better

separation of the two classes of events would be provided by projecting the events

onto the y axis where the variance of each sample is small. In general, the projection

which gives the best separation between two sub-samples of events is the one which

maximises the separation of the projected means while minimising the spread of each

of the projected distributions.

Fisher’s linear discriminant analysis [65] finds the direction, w, which provides the

best separation by maximising the quantity

J(w) =
wTSBw

wTSWw
, (5.23)

where SB can be thought of as the between class scatter matrix and SW the within

class scatter matrix. SB is defined by considering the square of the means of the two
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(a) The direction with the best separation be-
tween the two samples is the one which joins the
means of the two samples.

x

y

µb

µ s

(b) In this example the separation in the direc-
tion of the y axis is better than along the means
of the two samples.

(c) The projection along w is the projection with the best sepa-
ration of the two samples.

Figure 5.12: Two different samples of events (red and blue) have different distributions
of events in the variables x and y. If the distributions are to be projected onto a line
the projection direction which will in general have the best separation between the
two samples is the one which maximises the distance between the means of the two
distributions along the projections while also minimising the spread of each sample
about the projected mean.
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samples projected onto w:

(
wTµs −wTµb

)2
= wT (µs − µb) (µs − µb)

T w

= wTSBw.

(5.24)

The total within class spread (SW ) is given by the sum of the spread of the signal and

background samples around their means projected onto w, SW = Ssg + Sbg. These are

proportional to the covariance matrices. For signal,

∑
i=sg events

(
wTxi −wTµs

)2
=

∑
i=sg events

(
wT (xi − µs) (xi − µs)

T w
)

= wTSsgw

(5.25)

where xi = ( xi
yi ) and the sum is over all signal events. A similar expression holds for

Sbg. w is obtained by maximising J(w) in equation 5.23. That gives

∂J(w)

∂w
=

1

(wTSWw)2

(
2
(
wTSWw

)
SBw − 2

(
wTSBw

)
SWw

)
= 0

(5.26)

and so

SBw − wTSBw

wTSWw
SWw = 0 (5.27)

or

(SB − λSW )w = 0. (5.28)

This is an eigenvalue equation. It can be written

S−1
W SBw = λw. (5.29)
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From equation 5.24

SBw = (µs − µb) (µs − µb)
T w

∝ (µs − µb) .

(5.30)

The scale of w is not important, it is the direction of w which needs to be found, so it

is not necessary to calculate λ. w can be obtained from S−1
W and (µs−µb). Combining

equations 5.29 and 5.30 gives

S−1
W (µs − µb) ∝ w. (5.31)

The Fisher scalar value, κ, for each event is given by the dot product of the event

vector, xi, and w.

5.12 Extracting the Fisher direction from data

A Fisher linear discriminant analysis is used, here, to reduce the information contained

in the two variables tmin and tmax into one variable κ. The joint distribution of tmin

and tmax is different for signal and background and the Fisher linear discriminant

analysis finds the direction in tmin-tmax space which provides the best separation of

signal and background once all the data have been projected onto that line. Figure 5.13

shows the distributions of events in the signal and background regions (defined as

5.18 ≤ Mππ ≤ 5.3 GeV/c2 and 5.6 ≤ Mππ ≤ 5.8 GeV/c2 respectively). The differences

between the distributions in signal and background can be more clearly seen in the

projections to tmin, tmax, tmax + tmin and tmax − tmin in figure 5.14.

For each event the vector xi =
(
tmin i
tmax i

)
can be calculated. The mean values for

signal and background are µs =
(
tmin s

tmax s

)
and µb =

(
tmin b

tmax b

)
respectively. w is a two

component vector indicating the Fisher direction in tmin-tmax space. All of the matrices,
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Figure 5.13: The distribution of tmin and tmax in data for events in the signal region
(5.18 ≤ Mππ ≤ 5.3 GeV/c2, blue points) and background region (5.6 ≤ Mππ ≤ 5.8
GeV/c2, red points). The differences between the two samples can be seen more clearly
in the projections in figure 5.14.

SW , SB, Ssg and Sbg, are two by two matrices.

Traditionally, Fisher linear discriminant analysis uses known samples of signal and

background events, for example from simulated data, to find the Fisher direction.

Where there is a sample of known signal events and a sample of known background

events it is a simple matter to calculate (µs − µb) and SW can be calculated using

equation 5.25. The intention of this analysis is to remove the lifetime bias without

using simulated data; instead, the data itself is used to find the Fisher direction. How

this is done is explained in the remainder of this section.

The mass projection of the separation fit is used to define a signal region, A, and

a background region, B, as shown in figure 5.15. Of course the data in this sample

contain a number of different decay modes and two types of background events so some

consideration is required as to what constitutes a signal or background event. This is

discussed further in chapter 6. For the moment though, consider all B0
(s) → h+h′−

type modes to be signal and consider only combinatorial background. How the physics

type background and Λ0
b → ph− decays may be dealt with is considered in section 6.4.

The background region (B) contains NB events which can be assumed to be entirely

background. The signal region contains NA events, NAs of which are signal and NAb are
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Figure 5.14: Comparison of the joint distribution of tmin and tmax in background and
background subtracted signal from data projected onto tmin, tmax, tmax+tmin and tmax−
tmin. The difference between signal and background is most pronounced when projected
onto tmin but barely apparent when projected onto tmax− tmin. The signal distribution
is made by subtracting from the distribution in the signal region a histogram of the
distribution in the background region normalised to the number of background events
expected in the signal region as determined by the separation fit described in chapter 4.
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Figure 5.15: The distribution of invariant ππ-mass (Mππ) with the projection of the
separation only fit overlaid. A signal region, A, is defined within the mass region 5.18 <
Mππ < 5.32 GeV/c2 and a background region, B, in the mass range 5.551 < Mππ < 5.8
GeV/c2. These regions are used to determine the Fisher direction as described in the
text.
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background. The combined sample from regions A and B contains N events, Ns = NAs

of which are signal and Nb = NAb +NB of which are background.

Obtaining (µs − µb)

The high mass sideband can be assumed to be entirely background. It is assumed that

the events in this region are representative of all the background events. µb can be

calculated directly from this sample. The signal region contains a mixture of signal and

background events. The fraction of signal events in this region, fs, can be calculated

from the separation fit. The mean of all the events in this region is

µA = fsµs + (1− fs) µb (5.32)

=⇒ µA − µb = fs (µs − µb) . (5.33)

The scale of w is not important it is sufficient to note that µs − µb ∝ µA − µb.

Obtaining S−1
W

From equation 5.25,

SW = Ssg + Sbg (5.34)

=
Ns∑
i=0

(xi − µs) (xi − µs)
T +

Nb∑
j=0

(xj − µb) (xj − µb)
T , (5.35)

where the first sum is over all signal events and the second over all background. A

matrix SB can be calculated directly from events in the background region B as

SB =

NB∑
k=0

(xk − µb) (xk − µb)
T , (5.36)
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where the sum is over all events in the background region. Another matrix, SBs, can

be defined as

SBs =

NB∑
k=0

(xk − µs) (xk − µs)
T , (5.37)

where once again the sum is over all the events in the background region and µs can

be calculated using equation 5.32. For the signal region:

SA =

NA∑
l=0

(xl − µs) (xl − µs)
T (5.38)

=

NAs∑
m=0

(xm − µs) (xm − µs)
T +

NAb∑
n=0

(xn − µs) (xn − µs)
T . (5.39)

The sum in equation 5.38 is over all events in region A. The first sum in equation 5.39

is over the signal events in region A and the second sum over the background events

in region A. The matrices SB, SBs and SA can be calculated directly from the data.

By assuming that events in the background region are representative of all background

events SW can be calculated as

SW = SA −
NB

NAb

SBs +
Nb

NB

SB. (5.40)

In practice this procedure is improved by using the event by event signal probability

returned by the separation fit to weight each event in the signal region.

As a demonstration, the Fisher direction was found for a sample of simulated B0
s →

K+K− and background events using a simple mass fit rather than the full separation

fit (a single Gaussian shape for signal plus exponential background distribution was

used). The invariant ππ-mass distribution and projection of the mass fit are shown in

figure 5.16. Figure 5.17 shows the joint distribution of tmin, tmax for this sample and

the Fisher direction found.
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Figure 5.16: The invariant ππ-mass distribution for a sample of simulated B0
s → K+K−

and background events. The blue curve is the projection of the mass fit to this sample.

Figure 5.17: The distribution of tmin and tmax for simulated B0
s → K+K− (blue points)

and background (red points) events. The black line shows the Fisher direction w found
for this sample.
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Figure 5.18: The distribution of Fisher scalar κ for a simulated sample of B0
s → K+K−

(red) and background (blue) events found by projecting the distribution of (tmin, tmax)
shown in figure 5.18 onto the Fisher direction w in the same diagram.

5.13 The Fisher scalar distribution

Once the Fisher direction, w has been found a Fisher scalar variable, κ can be calculated

for each event as

κi = w ·

tmin i

tmax i

 . (5.41)

Once κ has been calculated for each event the Fisher direction is no longer needed or

used. The distribution of κ for the sample of simulated B0
s → K+K− and background

events in figure 5.17 is shown in figure 5.18.

The probability P (s | κ) is modelled using the Lagrange interpolating polynomial

[66]. The Lagrange interpolating polynomial is a polynomial of order ≤ n − 1 which

passes through n points xi, yi = f(xi) where i = 1, 2, . . . , n. It is defined as

P (x) =
n∑
j=1

Pj(x), (5.42)

where

Pj(x) = yj

n∏
k=1
k 6=j

x− xk
xj − xk

. (5.43)
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Figure 5.19: The true signal fraction as a function of Fisher scalar, κ, for simulated
B0

s → K+K− and background events (black points with error bars). The red curve
shows the Lagrange interpolating polynomial returned by the lifetime fit; it is not a fit
on the data points shown. The fit does not have information about the truth signal
fractions yet the returned polynomial models the truth distribution well.

As all events must be either signal or background P (s | κ) is the signal fraction as a

function of κ. Figure 5.19 shows this distribution for a mixture of simulated B0
s →

K+K− and background events. The distribution is divided into equally sized bins.

These bins define the xi points which the polynomial will pass through. The height

of the polynomial (the yi) are left free in the fit. The distribution in figure 5.19 used

fifteen points for the Lagrange interpolating polynomial. The fit does not have the

truth information about the signal fractions yet it is able to accurately fit the data in

a fit combined with separation and lifetime information.

5.14 The lifetime probability for one decay mode

plus background

It is useful to review the lifetime part of the likelihood so far, deriving an exact expres-

sion for the PDF. This derivation will use the following notation:

P(A) The probability of A;
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P(A,B) The probability of A and B;

P(A or B) The probability of A or B;

P(A | B) The probability of A given B.

The following will use these basic rules of manipulating probabilities. The probability

of A and B is

P (A,B) = P (A)P (B | A), (5.44)

which leads to Bayes’s theorem:

P (A | B) =
P (A,B)

P (B)
=
P (A)P (B | A)

P (B)
. (5.45)

Also the probability of A or B

P (A or B) = P (A) + P (B)− P (A,B). (5.46)

The likelihood contains three measured quantities: the measured lifetime t0 and

the minimum and maximum allowed lifetimes, tmin and tmax. The data sample only

contains events which have passed the trigger so the likelihood will be the product

of the probabilities of observing t0, tmin and tmax for each event given that the event

passed the trigger:

P (t0, tmin, tmax | trigger). (5.47)

This can be separated into a signal and background part using equation 5.46. Using s to

denote signal and b to denote background and noting that P (s, b) = 0 and P (s or b) =

1:

P (t0, tmin, tmax | trigger) = P (s, t0, tmin, tmax | trigger) + P (b, t0, tmin, tmax | trigger).

(5.48)
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Consider the signal part of the probability, the procedure for background is analogous.

Using Bayes’s theorem the signal part can be written

P (s, t0, tmin, tmax | trigger) =
P (s, t0, tmin, tmax)P (trigger | s, t0, tmin, tmax)

P (trigger)
. (5.49)

The second term in the numerator, P (trigger | s, t0, tmin, tmax), is either 0 or a constant

ε2 where ε is the track finding efficiency. This is because the trigger decision is entirely

determined by the lifetime acceptance, the decay time and the track finding efficiency.

The denominator, P (trigger), is the probability that the trigger fires. It is preferable

to write this in terms of the event by event probability that the trigger fires given tmin

and tmax, that is P (trigger | tmin, tmax). Also it is simpler to calculate this probability

separately for signal and background so, using Bayes’s theorem,

P (trigger) =
P (trigger | s, tmin, tmax)P (s, tmin, tmax)

P (s, tmin, tmax | trigger)
. (5.50)

In addition, the first term in the numerator of equation 5.49 can be written

P (s, t0, tmin, tmax) = P (s, tmin, tmax)P (t0 | s, tmin, tmax). (5.51)

Substituting equations 5.50 and 5.51 into equation 5.49 gives,

P (s, t0, tmin, tmax | trigger) =
P (s, tmin, tmax | trigger)P (t0 | s, tmin, tmax)P (trigger | s, t0, tmin, tmax)

P (trigger | s, tmin, tmax)
.

(5.52)

The first term in the numerator may be expanded as

P (s, tmin, tmax | trigger) = P (tmin, tmax | trigger)P (s, | tmin, tmax trigger). (5.53)

The first term, P (tmin, tmax | trigger), is independent of lifetime and is identical for

signal and background so will be a constant term in the log-likelihood which can be

neglected.
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It is now necessary to make the assumption that t0, the measured lifetime, is inde-

pendent of tmin and tmax. This is a reasonable assumption since tmin and tmax depend

only on the kinematics of the decay. P (t0 | tmin, tmax) is in effect the probability of

measuring a lifetime t0 given the kinematics of the decay which translate the trigger

requirements into limits on the measured lifetime before the trigger is applied. This

gives:

P (t0 | s, tmin, tmax) = P (t0 | s). (5.54)

The signal part of the PDF is now

P (s, t0, tmin, tmax | trigger) =
P (s | tmin, tmax, trigger)P (t0 | s)P (trigger | s, t0, tmin, tmax)

P (trigger | s, tmin, tmax)
.

(5.55)

The terms in this PDF are as follows:

• P (s | tmin, tmax, trigger). This is the signal fraction as a function of tmin and tmax.

This term is approximated to P (s | κ) using a Fisher linear discriminant analysis

and then modelled by the Lagrange interpolating polynomial as described in

section 5.13;

• P (t0 | s). This is the probability of measuring a lifetime t0 given that an event

is signal. This is the numerator in equation 5.15:

∫ ∞

0

1

τ
e−

t
τ

1√
2πσt

e
− (t−to)2

2σt
2 dt; (5.56)

• P (trigger | s, t0, tmin, tmax). The probability that the trigger fires given t0, tmin

and tmax. If the trigger were 100% efficient this term would be either 1 or 0

if the event did or didn’t pass the trigger cuts. In fact the trigger only finds

tracks with some efficiency ε. If it is assumed that ε is constant for all particles

within the trigger acceptance then, because two tracks are required to pass the

trigger, this term is either ε2 or 0 for two-body decays. The data sample can only
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contain events which have passed the trigger so this term is a constant which can

be neglected if ε is constant. The affect of a varying track-finding efficiency is

considered as a systematic uncertainty in sections 7.6, 7.7 and 7.16.3;

• P (trigger | s, tmin, tmax). The probability that the trigger fires given that an event

is signal and given tmin and tmax. This is the normalisation of the signal lifetime

probability and the denominator in equation 5.15:

∫ tmax

tmin

∫ ∞

0

1

τ
e−

t
τ

1√
2πσt

e
− (t−to)2

2σt
2 dt dt0. (5.57)

As was done for the signal part, the background part of equation 5.48 can be

expressed as

P (b, t0, tmin, tmax | trigger) =
P (b | tmin, tmax, trigger)P (t0 | b)P (trigger | b, t0, tmin, tmax)

P (trigger | b, tmin, tmax)
,

(5.58)

where the terms are:

• P (b | tmin, tmax, trigger). This is the background fraction as a function of tmin and

tmax and P (b | tmin, tmax, trigger) = 1− P (s | tmin, tmax, trigger);

• P (t0 | b). This is the probability of measuring a lifetime t0 given that an event is

background. This is given by the numerator in equation 5.19, y(t0);

• P (trigger | b, t0, tmin, tmax). The probability that the trigger fires given t0, tmin

and tmax. As with the equivalent signal term this term is either ε2 for events that

pass the trigger or 0 for all other events if it is assumed that the track finding

efficiency, ε, is constant. As the data sample can only contain events which

have passed the trigger this term is a constant which can be neglected with a

systematic uncertainty due to the assumption that ε is constant (sections 7.6, 7.7

and 7.16.3);

• P (trigger | b, tmin, tmax) The probability that the trigger fires given that an event is
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background and given tmin and tmax. This is the normalisation of the background

lifetime probability and the denominator in equation 5.19:

∫ tmax

tmin

y(t0)dt0. (5.59)

5.15 More than one decay mode

The PDF so far concerns the lifetime probability for a single decay mode with and

without background. This needs to be expanded to include several decay modes with

different mean lifetimes. Equation 5.15 gives the probability, for a single event, of

measuring a lifetime t0 given a mean lifetime τ , an uncertainty on the measurement

σt and the minimum and maximum accepted lifetimes tmin and tmax; that is P (t0 |

τ, σt, tmin, tmax). For a decay to two hadrons, h+ and h′−, the lifetime, thh′ , is

thh′ =
LTMhh′

pT

, (5.60)

where LT is the decay length of the B meson in the transverse plane, Mhh′ the invariant

mass of the two decay products and PT the transverse momentum of the B.

For a single event, because the lifetime, thh′ , is proportional to the invariant mass

of the two tracks, thh′ is different for each mode hypothesis. So, for example, the

probability that an event is B0 → π+π− is dependent on tππ while the probability that

the same event is B0
s → K+K− is dependent on a different measured lifetime, tKK .

Similarly, for a single event, tmin and tmax are different for each mode hypothesis. It is

preferable to rewrite the PDF so that the same variables are used for each decay mode

hypothesis while it is the PDF which varies. To do this, let us define a new time

t′ =
LTMB0

pT

, (5.61)

where MB0 is the B0 mass from [50]. The LT and pT of the B meson are the same for



5.16 Expanding the invariant mass 124

all decay mode hypotheses so t′ is unchanged however h and h′ are assigned. A mass

term is included in equation 5.61 to keep the new variable lifetime-like; it could have

been left out. The choice of the B0 mass is arbitrary but means that t′ is close to the

original value t. In terms of this new t′, thh′ is

thh′ = t′
Mhh′

MB0

. (5.62)

Substituting t′ for t in equation 5.9 gives the probability that a particle decays with a

true, modified lifetime t′ given a mean lifetime τ ,

P (t | τ) =
1

τ
e−

t
τ −→ P (t′ | τ,Mhh′) =

Mhh′

MB0

1

τ
e
−

t′Mhh′
τM

B0 , (5.63)

where it is assumed there are no cuts on lifetime. This expression is now explicitly

dependant on the reconstructed invariant mass, Mhh′ , which is dependant on the mode

hypothesis. The invariant mass for each hypothesis needs to be expressed as a function

of variables which are independent of the mode hypothesis. This is done using an

approach similar to that used for the mass distribution of signal in the separation only

fit, section 4.2.

5.16 Expanding the invariant mass

When a heavy particle decays to two particles h1 and h2 with masses m1 and m2 and

3-dimensional momenta p1 and p2 the invariant mass of the system is

M2
12 =

(√
m2

1 + p2
1 +

√
m2

2 + p2
2

)2

− (p1 + p2)
2 . (5.64)

If the pion mass is arbitrarily assigned to both decay particles the obtained invariant

mass is

M2
ππ =

(√
m2
π + p2

1 +
√
m2
π + p2

2

)2

− (p1 + p2)
2 . (5.65)
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Subtracting equation 5.65 from equation 5.64 gives an expression for the mode depen-

dent invariant mass:

M2
hh′ = M2

12

= M2
ππ + (m2

1 +m2
2)− (m2

π +m2
π) + 2

(√
p2

1 +m2
1

√
p2

2 +m2
2 −

√
p2

1 +m2
π

√
p2

2 +m2
π

)
.

(5.66)

Mππ, p1 and p2 are observables of each event which are independent of the mode

hypothesis. The masses m1 and m2 are dependent on the mode hypothesis (they are

either the kaon or pion masses) but they do not change event by event. Equation 5.66

is a mode dependent function of mode invariant variables, Mhh′(Mππ, p1, p2), which is

what was required in equation 5.63.

In the mode separation PDFs described in chapter 4, rather than using the mo-

menta p1 and p2 as variables the sum of the momenta, ptot = p1 + p2, and the charge

weighted momentum imbalance, α = q1 (1− p1/p2), are used where q1 and p1 are the

charge and momentum respectively of the track with the smaller momentum. The

same variables need to be used throughout the likelihood so p1 and p2 are written as

functions of α and ptot:

p1 =
1− |α|
2− |α|

ptot; (5.67)

p2 =
1

2− |α|
ptot. (5.68)

The invariant masses Mhh′
(
Mππ, p1[α, ptot], p2[α, ptot]

)
, for each mode hypothesis are

given in table 5.1.
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mode Mhh′
(
Mππ, p1[α, ptot], p2[α, ptot]

)
for α ≤ 0

B0 → π−K+ M2
ππ +m2

K −m2
π + 2

√
p2

1 +m2
π

(√
p2

2 +m2
K −

√
p2

2 +m2
π

)
B0 → K−π+ M2

ππ +m2
K −m2

π + 2
√
p2

2 +m2
π

(√
p2

1 +m2
K −

√
p2

1 +m2
π

)
B0 → π+π− M2

ππ

B0
s → π−K+ M2

ππ +m2
K −m2

π + 2
√
p2

1 +m2
π

(√
p2

2 +m2
K −

√
p2

2 +m2
π

)
B0

s → K−π+ M2
ππ +m2

K −m2
π + 2

√
p2

2 +m2
π

(√
p2

1 +m2
K −

√
p2

1 +m2
π

)
B0

s → K+K− M2
ππ + 2(m2

K −m2
π) + 2

(√
p2

1 +m2
K

√
p2

2 +m2
K −

√
p2

1 +m2
π

√
p2

2 +m2
π

)
mode Mhh′

(
Mππ, p1[α, ptot], p2[α, ptot]

)
for α > 0

B0 → π+K− M2
ππ +m2

K −m2
π + 2

√
p2

1 +m2
π

(√
p2

2 +m2
K −

√
p2

2 +m2
π

)
B0 → K+π− M2

ππ +m2
K −m2

π + 2
√
p2

2 +m2
π

(√
p2

1 +m2
K −

√
p2

1 +m2
π

)
B0 → π+π− M2

ππ

B0
s → K+π− M2

ππ +m2
K −m2

π + 2
√
p2

2 +m2
π

(√
p2

1 +m2
K −

√
p2

1 +m2
π

)
B0

s → π+K− M2
ππ +m2

K −m2
π + 2

√
p2

1 +m2
π

(√
p2

2 +m2
K −

√
p2

2 +m2
π

)
B0

s → K+K− M2
ππ + 2(m2

K −m2
π) + 2

(√
p2

1 +m2
K

√
p2

2 +m2
K −

√
p2

1 +m2
π

√
p2

2 +m2
π

)
Table 5.1: Mhh′ for each mode hypothesis. Upper table: for α ≤ 0 (the negative particle
carries the smaller momentum). Lower table: α > 0 (the positive particle carries the
smaller momentum). For simplicity the functions are written in terms of p1 and p2

where p1 < p2.
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5.17 The full lifetime probability with more than

one decay mode

Combining equation 5.63 with the expressions for Mhh′ given in table 5.1 gives a mode

hypothesis dependent probability for measuring a modified time t′ given the mode

independent variables, Mππ, α and ptot:

P (t′ | τ,Mππ, α, ptot) =
Mhh′(α, ptot)

MB0

1

τ
e
−

t′Mhh′ (α,ptot)

τM
B0 . (5.69)

Lifetime cuts are taken in to account in the same way as in equation 5.3, by nor-

malising over the range of allowed t′. The probability that an event has a modified

lifetime t′ given that t′ is constrained to lie between t′min and t′max is

P (t′ | τ, t′min, t
′
max,Mππ, α, ptot) =

Mhh′ (Mππ ,α,ptot)

MB0

1
τ
e
−t
τ

Mhh′ (Mππ,α,ptot)

M
B0∫ t′max

t′min

Mhh′ (Mππ ,α,ptot)

MB0

1
τ
e
−t′
τ

Mhh′ (Mππ,α,ptot)

M
B0 dt′

. (5.70)

Finally, the lifetime is still measured with some uncertainty. The probability that,

given a true, modified decay time t′ and a measurement uncertainty σt′ , we measure a

time t′0 is

1√
2πσt′

e
− (t′−t′0)2

2σt′
2
. (5.71)

Note that σt′ is the width of a Gaussian curve which describes the distribution of

modified measured lifetime, t′0, around the modified true lifetime, t′, not around the

original true lifetime t. This is why the factor Mhh′/MB0 doesn’t appear in equation

5.71.
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The total probability of measuring a decay time t′0 is thus

P (t′0 |Mππ, α, ptot, t
′
min, t

′
max, sj)

=

∫∞
0

Mhh′ (Mππ ,α,ptot)

MB0

1
τ
e
− t′

τ

Mhh′ (Mππ,α,ptot)

M
B0 1√

2πσt′
e
− (t′−t′o)2

2σt′
2 dt′∫ t′max

t′min

∫∞
0

Mhh′ (Mππ ,α,ptot)

MB0

1
τ
e
− t′

τ

Mhh′ (Mππ,α,ptot)

M
B0 1√

2πσt′
e
− (t′−t′o)2

2σt′
2 dt′ dt′0

.

(5.72)

Comparing this equation to equation 5.15 it can be seen that the old, mode de-

pendant, variables, t0, σt, tmin and tmax can be replaced with the new, mode invariant,

primed, variables by reweighting the mean lifetime τ by MB0/Mhh′ .

For a sample containing only one signal decay using either equation 5.72 or the

original equation 5.15 for the lifetime PDF should return the same fit result. To test

this a fit using this modified PDF was performed on the same sample that was used

to test the original PDF in section 5.7. The fit returned a lifetime of 441.5±2.9µm/c,

unchanged from the previous test.

The background lifetime distribution also needs to be written in terms of the new

lifetime variable t′0. The PDF describing the background lifetime distribution in sec-

tion 5.9 used a general parameterisation with no physical meaning and so the same

function can be used with the new variables t′0, t
′
min and t′max. The probability of

measuring a lifetime t′0 given t′min and t′max and given that an event is background is

P (t′0 | b, t′min, t
′
max) =


y(t′0)∫ t′max

tmin
y(t′0)dt

′
0

for t′min ≤ t′0 ≤ t′max

0 for all other t′0

, (5.73)

where y(t′0) is given by equation 5.20.

It now remains to add terms to the likelihood for the background probabilities.

Care must be taken however as it will be necessary to consider the distributions of
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α, ptot and Mππ and to consider how they are correlated with the other variables

in the likelihood just as was done for the distribution of tmin and tmax. In addition

some discriminating power between the different decay modes and between signal and

background needs to be added; lifetime alone will not be sufficient to disentangle the

contributions. The separation likelihood described in chapter 4 can be combined with

the lifetime likelihood to simultaneously distinguish between decay modes and fit the

lifetimes. Once again correlation between variables needs to be considered. The full

likelihood function for this analysis is derived and discussed in the next chapter.

5.18 Summary

A data sample that is selected by making requirements on properties of a B meson

decay that are indirectly dependent on the lifetime of the B, will have a distribution of

lifetimes that is shaped by those requirements. If a lifetime is measured in that sample,

neglecting the effect of those requirements, it will be biassed. The data collected by

the B PIPI trigger at CDF is an example of such a sample. This chapter described a

method for correcting for this bias, without the use of simulated data, by calculating

the lifetime acceptance due to the selection requirements on an event by event basis.

The method is complicated by the addition of background events and different decay

modes. It becomes necessary to properly account for the distributions of all variables

which appear in the likelihood when these distributions are different for sections of the

data. This chapter has described techniques for dealing with some of these considera-

tions but has not fully addressed how the different contributions to the B0
(s) → h+h′−

signal may be included in the likelihood. In particular the distributions of α, ptot and

Mππ, and their relation to the other variables, have not been included and additional

information is required to disentangle the contributions to the data sample. In the

next chapter the method to measure an unbiassed lifetime (described in this chapter)

will be combined with the method to statistically separate the contributions to the
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B0
(s) → h+h′− sample (described in chapter 4) to form a complete likelihood.



Chapter 6

The combined separation and

lifetime likelihood function

6.1 Introduction

Chapter 4 described the likelihood function that uses kinematic and particle identifi-

cation information to disentangle the various contributions to the B0
(s) → h+h′− and

Λ0
b → ph− signal. Chapter 5 detailed a likelihood function for determining the lifetime

of a signal sample when combined with background. Also discussed was how the life-

time probability density function (PDF) for signal should be modified when there is

more than one signal decay mode. All of these parts need to be combined in order to

measure the B0
s → K+K− lifetime in the combined B0

(s) → h+h′−, Λ0
b → ph− sample.

What follows is a derivation of the complete likelihood combining the separation and

lifetime PDFs for all signal modes plus background.

The likelihood will contain the following variables:

• t′0, the measured lifetime calculated using the world average B0 mass;

• t′min, the minimum t′0 that could have been accepted by the trigger for that event;

131
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• t′max, the maximum t′0 that could have been accepted by the trigger for that event;

• Mππ, the invariant mass of the two final state particles assuming they are pions;

• ptot = p1 + p2, the scalar sum of the momenta (pi) of each particle;

• α = q1

(
1− p1

p2

)
, the imbalance between the moduli of the momenta (pi) of

the two particles weighted by the charge (q1) of the particle with the smaller

momentum (p1);

• ID1, function of dE/dx for the particle with the smaller momentum;

• ID2, function of dE/dx for the particle with the larger momentum.

It is useful to review the parts of the likelihood discussed so far. Equation 5.55

expresses the lifetime probability for one signal mode ‘s’ in two-body decays as

P (s, t0, tmin, tmax | trigger) =
P (s | tmin, tmax, trigger)P (t0 | s)P (trigger | s, t0, tmin, tmax)

P (trigger | s, tmin, tmax)
.

(6.1)

Here t0 is the lifetime measured using the reconstructed B meson mass and tmax and

tmin are the minimum and maximum lifetimes that could have been accepted by the

trigger for that event. Equation 5.58 gives an analogous expression for background ‘b’.

In section 5.15 a new lifetime variable, t′0, was defined. This modified lifetime is

invariant as the mode hypothesis is changed. Equation 5.72 gives the probability of

measuring a modified lifetime t′0. This probability is equivalent to the terms

P (t0 | s)
P (trigger | s, tmin, tmax)

(6.2)

in equation 6.1 only now the probabilities explicitly depend on Mππ, α, ptot and on the

mode hypothesis. Also t0, tmin and tmax are replaced with t′0, t
′
min and t′max to give

P (t′0 | sj, α, ptot,Mππ)

P (trigger | sj, t′min, t
′
max, α, ptot,Mππ)

, (6.3)
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where sj indicates signal of decay mode type j.

Chapter 4 discusses the likelihood function for statistically separating the contri-

butions to the B0
(s) → h+h′− signal. The trigger was not explicitly considered during

this discussion; however, all the distributions of the separation variables included in

the likelihood are the distributions after trigger requirements have been applied to the

data. For this reason the expression for the signal likelihood given in equation 4.10 can

be written as

Lsgj = P (Mππ, α, ptot, ID1, ID2, sj | trigger)

= P (Mππ | α, ptot, sj, trigger) · P (ID1, ID2 | α, ptot, sj, trigger) · P (α, ptot | sj, trigger)

(6.4)

and for background,

Lbgl = P (Mππ, α, ptot, ID1, ID2, bl | trigger)

= P (Mππ | α, ptot, bl, trigger) · P (ID1, ID2 | α, ptot, bl, trigger) · P (α, ptot | bl, trigger),

(6.5)

where bl indicates background of type l which is either combinatorial or physics type

background.

A combined likelihood for each decay mode might naively be obtained by taking

the product of equations 6.4 and 6.1, replacing expression 6.2 with expression 6.3 and

substituting t′0, t
′
min and t′max for t0, tmin and tmax. Care must be taken when expanding

a likelihood expression in this way as it is easy to miss a term or neglect a correlation

between variables. As discussed in sections 4.7 and 5.8, neglecting to correctly describe

a distribution that is different for sub-samples of events and that describes variables

that vary event by event may lead to a bias.
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6.2 Determining the combined likelihood function

In order to determine whether any terms, or correlation between parameters, are miss-

ing in the combined likelihood expression the likelihood function should be derived

from first principles in the same way as was done in section 5.14 for the lifetime only

probability. The following will use the same notation of probability as section 5.14 and

the rules of manipulating probabilities expressed in equations 5.44, 5.45 and 5.46.

The data sample only contains events that have met the trigger requirements. The

likelihood will be the product of probabilities of measuring the observables t′0, t
′
min,

t′max, ptot, α, Mππ, ID1 and ID2 for each event, given that the event passed the trigger:

P (t′0, t
′
min, t

′
max, ptot, α,Mππ, ID1, ID2 | trigger). (6.6)

This can be separated into a signal and background part. Using sj to denote signal

of decay mode type j and bl to denote background of type l the probability can be

written as

P (t′0, t
′
min, t

′
max, ptot, α,Mππ, ID1, ID2 | trigger)

=
∑
j

P (sj, t
′
0, t

′
min, t

′
max, ptot, α,Mππ, ID1, ID2 | trigger)

+
∑
l

P (bl, t
′
0, t

′
min, t

′
max, ptot, α,Mππ, ID1, ID2 | trigger).

(6.7)

Consider the probability for one signal mode,

P (sj, t
′
0, t

′
min, t

′
max, ptot, α,Mππ, ID1, ID2 | trigger), (6.8)

the procedure for background will be similar.
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Using Bayes’s theorem, the probability for one signal mode can be written as

P (sj, t
′
0, t

′
min, t

′
max, ptot, α,Mππ, ID1, ID2 | trigger)

= P (sj, t
′
0, t

′
min, t

′
max, ptot, α,Mππ, ID1, ID2)

× P (trigger | sj, t′0, t′min, t
′
max, ptot, α,Mππ, ID1, ID2)

P (trigger)
.

(6.9)

The second term in the numerator, P (trigger | sj, t′0, t′min, t
′
max, ptot, α,Mππ, ID1, ID2),

is either 0 or a constant ε2 where ε is the track finding efficiency of the trigger. This is

because the trigger decision is entirely determined by the lifetime acceptance, the decay

time and the track finding efficiency. The denominator, P (trigger), is the probability

that the trigger fires. It is preferable to write this in terms of all the variables except

lifetime, so an expression in terms of P (trigger | t′min, t
′
max, α, ptot,Mππ, ID1, ID2) is

required. Also it is simpler to calculate this probability separately for signal and

background. Using Bayes’s theorem,

P (trigger) = P (trigger | sj, t′min, t
′
max, α, ptot,Mππ, ID1, ID2)

× P (sj, t
′
min, t

′
max, α, ptot,Mππ, ID1, ID2)

P (sj, t′min, t
′
max, α, ptot,Mππ, ID1, ID2 | trigger)

.
(6.10)

In addition, the left hand term in the numerator in equation 6.9 can be written as

P (sj, t
′
0, t

′
min, t

′
max, ptot, α,Mππ, ID1, ID2) = P (sj, t

′
min, t

′
max, α, ptot,Mππ, ID1, ID2)

× P (t′0 | sj, t′min, t
′
max, α, ptot,Mππ, ID1, ID2).

(6.11)

Substituting equations 6.10 and 6.11 into equation 6.9 and abbreviating

P (trigger | sj, t′min, t
′
max, ptot, α,Mππ, ID1, ID2) to P (trigger | all),
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equation 6.9 becomes

P (sj, t
′
0, t

′
min, t

′
max, ptot, α,Mππ, ID1, ID2 | trigger)

= P (t′0 | sj, t′min, t
′
max, α, ptot,Mππ, ID1, ID2)

× P (sj, t
′
min, t

′
max, α, ptot,Mππ, ID1, ID2 | trigger)P (trigger | all)

P (trigger | sj, t′min, t
′
max, α, ptot,Mππ, ID1, ID2)

(6.12)

Equation 6.12 was obtained by manipulating probabilities and nothing else. To

proceed it is necessary to note the following:

1. t′0, the measured lifetime, is independent of t′min and t′max before the trigger;

2. whether an event passes the trigger is independent of particle identification, ID1

and ID2.

Equation 6.12 then becomes

P (sj, t
′
0, t

′
min, t

′
max, ptot, α,Mππ, ID1, ID2 | trigger)

= P (t′0 | sj, α, ptot,Mππ)

× P (sj, t
′
min, t

′
max, α, ptot,Mππ, ID1, ID2 | trigger)P (trigger | all)

P (trigger | sj, t′min, t
′
max, α, ptot,Mππ)

.

(6.13)

Compare this expression to the lifetime probabilities in equations 6.1, 6.4 and 6.3. The

first term, P (t′0 | sj, α, ptot,Mππ), matches the the lifetime probability in the numerator

of expression 6.3. The denominator of equation 6.13 matches the one in expression 6.1.

The last term in the numerator, P (trigger | all), is equivalent to the last term in the

numerator of 6.1. That leaves the penultimate term in the numerator,

P (sj, t
′
min, t

′
max, α, ptot,Mππ, ID1, ID2 | trigger). (6.14)

This can be broken down in a number of ways. The separation of the B0
(s) → h+h′−

modes requires a term that gives the probability of measuringMππ given the momentum
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variables and given the mode. The separation also requires the probability of measuring

ID1 and ID2 given the momentum variables and decay mode. Even with both of

these terms included there is still some flexibility in how 6.14 is parameterised. Three

possibilities are considered below.

Parameterisation 1

P (t′min, t
′
max, sj, α, ptot,Mππ, ID1, ID2 | trigger) = P (sj | trigger)

× P (α, ptot | sj, trigger)

× P (Mππ | sj, α, ptot, trigger)

× P (ID1, ID2 | sj,Mππ, α, ptot, trigger)

× P (t′min, t
′
max | sj,Mππ, α, ptot, ID1, ID2, trigger).

(6.15)

The first term, P (sj | trigger), is the fraction of the data sample that is decay mode sj.

The second and third terms can be recognised as the momentum and mass terms in the

separation PDF (equation 6.4). The fourth term, P (ID1, ID2 | sj,Mππ, α, ptot, trigger),

is the same as the particle identification term in the separation PDF as long as it is

noted that

1. ID1 and ID2 are independent of Mππ.

This was used already to form the separation only PDF. The last term, P (t′min, t
′
max |

sj,Mππ, α, ptot, ID1, ID2, trigger), is the probability of observing a particular combina-

tion of t′min and t′max given the decay mode, α, ptot, Mππ, ID1 and ID2. If the distribution

of t′min and t′max given the separation variables is the same for all signal modes (and

background as this term will also occur in the background part of the likelihood) then

it is safe to neglect it as it would be a constant term that vanishes when the logarithm

of the likelihood is maximised. If this distribution differs between modes, or between

signal and background, then neglecting it will introduce a bias. This analysis requires
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the assumption that

2. the distribution of t′min and t′max, given the separation variables, is the same for

all signal modes and background,

The last term is neglected and a systematic uncertainty is assigned to account for the

bias caused, see section 7.3 for details.

Parameterisation 2

Parameterisation 1 above produced all of the terms necessary for the separation of

the different signal contributions, but it also a produced a term that could not easily

be modelled and had to be neglected: P (t′min, t
′
max | sj,Mππ, α, ptot, ID1, ID2, trigger).

Consider the lifetime only PDF discussed in chapter 5. In section 5.8 the simple

lifetime probability in equation 5.17 included a term P (tmin, tmax | s). Rather than

try to parameterise this term the PDF was rewritten to include the terms P (s |

tmin, tmax)P (tmin, tmax). P (tmin, tmax) could be neglected because it is independent of

the type of the event and of lifetime and so factors out of the likelihood. The term

P (s | tmin, tmax) could be modelled as described in sections 5.10 to 5.13. Perhaps the

term P (t′min, t
′
max | sj,Mππ, α, ptot, ID1, ID2, trigger) in parameterisation 1 above could

be dealt with in a similar way. To attempt this, expression 6.14 is parameterised as:

P (t′min, t
′
max, sj, α, ptot,Mππ, ID1, ID2 | trigger) = P (t′min, t

′
max | trigger)

× P (sj | t′min, t
′
max, trigger)

× P (α, ptot | sj, t′min, t
′
max, trigger)

× P (Mππ | sj, α, ptot, t
′
min, t

′
max, trigger)

× P (ID1, ID2 | sj,Mππ, α, ptot, t
′
min, t

′
max, trigger).

(6.16)
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Figure 6.1: Comparison of the distribution of t′min and t′max for each B0
(s) → h+h′− mode

in realistic simulation.

The first term, P (t′min, t
′
max | trigger), does not depend on lifetime and is identical for all

signal and background so can be ignored. The second term, P (sj | t′min, t
′
max, trigger),

is similar to the signal probability in equation 6.1. Noting that P (s | sj) = 1, this term

can be written

P (sj | t′min, t
′
max, trigger) = P (s | t′min, t

′
max, trigger)P (sj | s, t′min, t

′
max, trigger). (6.17)

The first term can be dealt with using the methods described in sections 5.10 to 5.13.

The second term can be simplified with the assumption:

1. the probability that a signal event came from a particular decay mode is inde-

pendent of the observed t′min and t′max.

Figure 6.1 shows the distributions of tmin and tmax for B0 → π+π−, B0 → K+π−,

B0 → π+K− and B0
s → K+K− decays from the realistic simulation. There is no

observable difference between the distributions so the assumption above is reasonable.

With this assumption P (sj | s, t′min, t
′
max, trigger) reduces to P (sj | s, trigger) which is

simply fj, the fraction of signal that is of decay mode type j.
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Leaving the third term in equation 6.16 for a moment, the fourth term,

P (Mππ | sj, α, ptot, t
′
min, t

′
max, trigger), (6.18)

requires another assumption:

2. Mππ is independent of t′min and t′max.

Using this assumption this term reduces to P (Mππ | sj, α, ptot, trigger) which is iden-

tical to the mass term in equation 6.4. The last term can be reduced by making the

assumption:

3. ID1 and ID2 are independent of t′min, t
′
max and Mππ.

This assumption reduces this term to the particle identification probability in equa-

tion 6.4, P (ID1, ID2 | sj, α, ptot, trigger). Equation 6.16 is now:

P (t′min, t
′
max, sj, α, ptot,Mππ, ID1, ID2 | trigger) = P (sj | s, trigger)

× P (s | t′min, t
′
max, trigger)

× P (α, ptot | t′min, t
′
max, sj, trigger)

× P (Mππ | α, ptot, sj, trigger)

× P (ID1, ID2 | α, ptot, sj, trigger).

(6.19)

The term P (α, ptot | t′min, t
′
max, trigger, sj) is the probability of measuring this α and

ptot given t′min and t′max, given that the event passed the trigger and given the signal

mode. Note that the joint distribution of α and ptot is assumed to be different for each

B0
(s) → h+h′− decay mode. In separation-only fits, which use equation 6.4, there is a

term for the probability of measuring α and ptot given the decay mode and given that

the event passed the trigger, that is P (α, ptot | sj, trigger). To use this instead of the

third term above it is necessary to assume that:
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4. α and ptot are independent of t′min and t′max.

By rewriting the PDF to use the term P (s | t′min, t
′
max, trigger) rather than P (t′min, t

′
max |

sj,Mππ, α, ptot, ID1, ID2, trigger) the momentum, mass and particle identification terms

have become dependent on t′min and t′max. To use this PDF the uncertainty due to

neglecting the term P (t′min, t
′
max | sj,Mππ, α, ptot, ID1, ID2, trigger) is replaced by the

uncertainty due to neglecting the dependence on t′min and t′max of the momentum, mass

and particle identification variables. This is discussed further in section 7.4.

Parameterisation 3

Parameterisation 2 above required assumptions about the momentum dependence of

the joint distribution of t′min and t′max. An alternative parameterisation of equation

6.14 is

P (t′min, t
′
max, sj, α, ptot,Mππ, ID1, ID2 | trigger) = P (t′min, t

′
max, α, ptot | trigger)

× P (sj | t′min, t
′
max, α, ptot, trigger)

× P (Mππ | α, ptot, t
′
min, t

′
max, trigger, sj)

× P (ID1, ID2 | sj,Mππ, α, ptot, t
′
min, t

′
max, trigger).

(6.20)

The first term, similarly to the first term in parameterisation 2, does not depend on

lifetime and is identical for signal and background so can be ignored. The last two terms

are identical to the last two terms in parameterisation 2 and can be reduced, using

assumptions 2 and 3 in the last section, to P (Mππ | sj, α, ptot, trigger) and P (ID1, ID2 |
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sj, α, ptot, trigger). Equation 6.20 thus reduces to

P (t′min, t
′
max, sj, α, ptot,Mππ, ID1, ID2 | trigger) = P (sj | t′min, t

′
max, α, ptot, trigger)

× P (Mππ | α, ptot, trigger, sj)

× P (ID1, ID2 | sj, α, ptot, trigger).

(6.21)

The term, P (sj | t′min, t
′
max, α, ptot, trigger), looks similar to the signal probability in

equation 6.1 and in equation 6.19. In the same way as was done in parameterisation

2, this term can be written:

P (sj | t′min, t
′
max, α, ptot, trigger)

= P (s | t′min, t
′
max, α, ptot, trigger)P (sj | s, t′min, t

′
max, α, ptot, trigger).

(6.22)

The first term above is similar to the first term in 6.17. In that case the term was dealt

with using a linear Fisher discriminant analysis. It would be simple to add α and ptot

as discriminating variables and then approximate P (s | t′min, t
′
max, α, ptot, trigger) with

P (s | κ′). In this case, however, reducing four variables to one may not retain sufficient

information to make this a good approximation, particularly if any correlation between

t′min, t
′
max and α, ptot is non-linear.

The second term in 6.22 is similar to the second term in 6.17 but the probability

that an event is of decay mode j is now dependant on α and ptot. In order to reduce this

term to P (sj | s, trigger) it is now necessary to assume not only that the probability

that a signal event is from a particular decay mode is independent of t′min and t′max

(assumption 1 in the last section) but also that

4. the probability that a signal event is from a particular decay mode is independent

of the observed α and ptot.

However, the distributions of α and ptot are expected to be different between decay
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modes; this is what the term P (α, ptot | sj, trigger) in the separation only probability

(equation 6.4) describes.

Parameterisation 3 offers no advantage over parameterisation 2 and is not consid-

ered any further. Parameterisation 1 is the version of the PDF used in this analysis.

Parameterisation 2 was also tested, but was found to have larger systematic uncertain-

ties than parameterisation 1 (as discussed in section 7.4).

6.3 The full likelihood

The likelihood function for the ith event, combining the determination of signal lifetime

and the separation of the different B0
(s) → h+h′− modes, is given by the sum of the

signal and background likelihoods:

Li = Lsg + Lbg. (6.23)

The signal part of the likelihood is given by

Lsg =
∑
j

P (sj, t
′
0, t

′
min, t

′
max, ptot, α,Mππ, ID1, ID2 | trigger). (6.24)

Expanded using parameterisation 1 in section 6.2 this gives

Lsg = P (trigger | all)
∑
j

P (sj | trigger) · Lsep sg
j · Llife sg

j , (6.25)

where the term P (trigger | all) has been brought in front of the summation because it

is the same for all signal modes. The separation part of the signal likelihood is

Lsep sg
j = P (α, ptot | sj, trigger)P (Mππ | sj, α, ptot, trigger)P (ID1, ID2 | sj, α, ptot, trigger)

(6.26)
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and the lifetime part is

Llife sg
j =

P (t′0 | sj, α, ptot,Mππ)

P (trigger | sj, t′min, t
′
max, α, ptot,Mππ).

(6.27)

The terms in the signal likelihood are:

• P (trigger | all). The probability that the trigger fires given all of the fit variables.

As discussed in section 5.14, if it is assumed that the trigger track-finding effi-

ciency, ε, is constant for all particles within the trigger acceptance then his term

is either ε2 or 0 for two-body decays and can be neglected. The affect of a varying

track-finding efficiency is considered as a systematic uncertainty in sections 7.6

7.7 and 7.16.3;

• P (sj | trigger). This is the fraction of data that is of decay mode type j, P (sj |

trigger) = fj;

• P (Mππ | sj, α, ptot, trigger). The mass term gives probability of measuring Mππ

given the signal mode sj and given the momentum variables α and ptot. It is

given by equation 4.13;

• P (ID1, ID2 | sj, ptot, α, trigger). The particle identification term gives the prob-

ability of measuring ID1 and ID2 given the signal mode sj and the momentum

variables α and ptot. It is given by equation 4.28;

• P (α, ptot | sj, trigger). The momentum term gives the probability of measuring

α and ptot given the signal mode, sj. It is given by equation 4.32;

• P (t′0 | sj, α, ptot,Mππ). This is the probability of measuring a lifetime t′0 given

the signal mode, Mππ, α and ptot. This is the numerator in equation 5.72:

P (t′0 | sj, α, ptot,Mππ) =

∫ ∞

0

Mhh′(Mππ, α, ptot)

MB0

1

τ
e
− t′

τ

Mhh′ (Mππ,α,ptot)

M
B0

1√
2πσt′

e
− (t′−t′o)2

2σt′
2 dt′;

(6.28)
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• P (trigger | sj, t′min, t
′
max, α, ptot,Mππ). The probability that the trigger fires given

an event is signal and given t′min, t
′
max, Mππ, α and ptot. This is the normalisation

of the signal lifetime probability and the denominator in equation 5.72:

P (trigger | sj, t′min, t
′
max, α, ptot,Mππ)

=

∫ t′max

t′min

∫ ∞

0

Mhh′(Mππ, α, ptot)

MB0

1

τ
e
− t′

τ

Mhh′ (Mππ,α,ptot)

M
B0

1√
2πσt′

e
− (t′−t′o)2

2σt′
2 dt′ dt′0.

(6.29)

The background part of the likelihood is given by

Lbg =
∑
l

P (bl, t
′
0, t

′
min, t

′
max, ptot, α,Mππ, ID1, ID2 | trigger). (6.30)

Expanded this gives

Lbg = P (trigger | all)
∑
l

P (bl | trigger) · Lsep bg
l · Llife bg

l , (6.31)

where

Lsep bg
l = P (α, ptot | bl, trigger)P (Mππ | bl, α, ptot, trigger)P (ID1, ID2 | bl, α, ptot, trigger)

(6.32)

and

Llife bg
l =

P (t′0 | bl, α, ptot,Mππ)

P (trigger | bl, t′min, t
′
max, α, ptot,Mππ)

. (6.33)

The terms in the background likelihood are:

• P (trigger | all). The probability that the trigger fires given all of the fit variables.

As for the corresponding signal term, this term can be neglected if it is assumed

that the trigger track-finding efficiency, ε, is constant;

• P (bl | trigger). This is the fraction of data that is of background type l, P (bl |

trigger) = fl;
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• P (Mππ | bl, α, ptot, trigger). The mass term gives the probability of measuring

Mππ given the background type bl and given the momentum variables α and ptot.

In fact the background Mππ distribution is considered independent of α and ptot.

For combinatorial background it is given by equation 4.18 and for physics-type

background by equation 4.20;

• P (ID1, ID2 | bl, ptot, α). The particle identification term gives the probability

of measuring ID1 and ID2 given the background type, bl, and the momentum

variables α and ptot. It is given by equation 4.29;

• P (α, ptot | bl, trigger). The momentum term gives the probability of measuring

α and ptot given that the event is background. The parameterisation used is

the same for both combinatorial and physics-type background. It is given by

equation 4.33;

• P (t′0 | bl, α, ptot,Mππ). It is assumed that the background lifetime is independent

of α, ptot and Mππ. This probability then reduces to P (t′0 | b), the probability of

measuring a lifetime t′0 given that an event is background. This is given by the

numerator in equation 5.73, y(t′0). The systematic uncertainty due assuming the

background lifetime is independent of α, ptot and Mππ is considered in sections 7.8

and 7.9;

• P (trigger | bl, t′min, t
′
max, α, ptot,Mππ). The probability that the trigger fires given

an event is background and given t′min, t
′
max, Mππ, α and ptot. This is the denom-

inator in equation 5.73: ∫ t′max

t′min

y(t′0)dt
′
0. (6.34)

6.4 The fitting procedure

Some consideration is required as to what constitutes signal and background as far as

the likelihood is concerned. The background is of two types, combinatorial background
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and background from misreconstructed three-body B decays (physics background). As

the physics background originates from real long-lived particles the distribution of mea-

sured lifetimes in this background is likely to be different to that in the combinatorial

background and would need an independent model. The physics-type background is

kinematically suppressed above 5.15 GeV/c2, so by excluding events with Mππ < 5.16

GeV/c2 this type of background can be excluded from the data sample. This mass

requirement is below the B0
s → K+K− invariant ππ-mass peak and so the physics-type

background can be removed without reducing the number of B0
s → K+K− events.

The signal contains a number of B0
(s) → h+h′− and Λ0

b → ph− decay modes. The

kaon and pion masses are very close so the kinematic distributions for each of the

B0
(s) → h+h′− modes are very similar. This is why the distributions of tmin and tmax for

the B0
(s) → h+h′− modes look the same (figure 6.1). The proton mass is much larger

than either the pion or kaon masses so the kinematic distributions, and hence the dis-

tributions of tmin and tmax, in the Λ0
b → ph− decays will be different from B0

(s) → h+h′−.

The likelihood described in section 6.3 required the assumption that the distribution

of tmin and tmax was the same for all types of data. Including Λ0
b → ph− decays will

increase the systematic uncertainty due to this assumption. The Λ0
b → ph− decays

lie at a higher mass than the B0
(s) → h+h′− modes and can be removed from the data

sample by excluding the region 5.35 < Mππ < 5.55 GeV/c2 with little contamination

from Λ0
b → ph− decays underneath the B0

(s) → h+h′− mass peak. Figure 6.2 shows

the distributions of tmin and tmax for Λ0
b → pπ− and B0 → π+π− events from the fast

simulation. The mean tmax is lower for Λ0
b → pπ− decays than B0 → π+π− but the

difference between the two types of decay is much smaller than the difference between

signal and background (figure 5.14). Since this difference is small it may be possible to

include the Λ0
b → ph− mass region in a future analysis with only a small increase in the

systematic uncertainty. An additional lifetime parameter would need to be included

for the Λ0
b lifetime. In this analysis, however, this contribution is excluded.

The full separation and lifetime log-likelihood maximisation is performed on data in
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Figure 6.2: The distribution of tmin and tmax for fast simulation Λ0
b → pπ− and B0 →

π+π− events.
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Figure 6.3: The combined separation and lifetime fit is performed for data in the mass
regions 5.16 < Mππ < 5.35 GeV/c2 and 5.55 < Mππ < 5.8GeV/c2 indicated by the
dashed lines.

the mass regions 5.16 < Mππ < 5.35 GeV/c2 and 5.55 < Mππ < 5.8 GeV/c2, indicated

in figure 6.3. The performance of this likelihood will be discussed in the next chapter.

The likelihood described in parameterisation 2, section 6.2 is tested in section 7.4.

The lifetime measurement using this likelihood is performed in stages. The likelihood

requires that, for each event, tmin, tmax are translated to a single variable κ. This is

done by projecting (tmin, tmax) onto the Fisher direction chosen using the Fisher linear

discriminant analysis explained in section 5.11. The Fisher direction is determined
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from the data as described in section 5.12 using the separation only fit from chapter 4

to define the signal and background region. The first step is, therefore, to perform a

separation only, maximum log-likelihood fit to the data sample using the likelihood

described in chapter 4. This can then be used to find the Fisher direction for the data

as described in section 5.12. The Fisher direction is then used to calculate κ for each

event as described in section 5.13. After these preliminary steps have been taken, all of

the variables used in the alternative combined separation and lifetime likelihood (from

parameterisation 2, section 6.2) are known for each event.

6.5 Summary

In this chapter, a complete likelihood has been derived that combines statistical sepa-

ration of B0
(s) → h+h′− and background contributions to a data sample, with determi-

nation of the mean lifetimes of the B0 and B0
s mesons. This can be done in a number

of ways and two potentially useful parameterisations of the likelihood have been iden-

tified. Both of these likelihood functions require different assumptions to be made in

order to be useful in practice. The version of the likelihood described in section 6.3

is the one used for the final measurement and the performance of this likelihood, as

well as the systematic uncertainties due to the assumptions which have been made, are

assessed in the next chapter. The alternative likelihood is also tested, in section 7.4,

and compared to the version of the likelihood which is finally used.



Chapter 7

Performance of the combined

separation and lifetime likelihood

maximisation

7.1 Introduction

Chapter 6 describes the likelihood used to simultaneously disentangle the various con-

tributions to the B0
(s) → h+h′− signal and measure the mean lifetimes of the long lived

components of that signal. This chapter is concerned with testing the performance

of that likelihood. This is done by performing ensembles of pseudo-experiments on

simulated data samples. For each data sample the lifetime returned by the fit (τfit) can

be compared to the known input lifetime (τtruth) and a pull can be estimated for that

event as

pull =
τfit − τtruth

σ(τfit)
, (7.1)

where σ(τfit) is the statistical error on the lifetime returned by the fit. If the fit is unbi-

ased and the statistical errors are correctly estimated then the distribution of sample

pulls will be Gaussian with a mean of 0 and width of 1. The mean of the distribution

150
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of residuals (τfit − τtruth) can be used to estimate the bias in the measurement.

Simulated data samples for pseudo-experiments are generated using the fast simu-

lation described in section 3.6. In that section the distributions of several properties of

the events generated were compared to the distributions in data. It is now clear from

chapters 4, 5 and 6 that additional variables (such as the minimum and maximum ac-

cepted lifetimes, particle momentum imbalance α and particle identification variables

ID1 and ID2) are needed. How these are generated in the fast simulation and how their

distributions compare to data are discussed in section 7.2 below.

The remainder of this chapter then discusses causes of systematic uncertainty on

the lifetime measurement and an alternative way to parameterise the likelihood.

7.2 Fast simulation

Section 3.6 described a fast simulation for generating large simulated samples of events

quickly. The event by event minimum and maximum accepted lifetimes are calculated

for the simulated sample in exactly the same way as for real data. Figure 7.1 com-

pares the distribution of t′min and t′max for the fast simulation of B0 → π+π− events to

background subtracted signal events in data; the simulation models the data well. Fig-

ure 7.2 compares the distribution of t′min and t′max for the fast simulation of background

events to background events taken from the mass region 5.6 < Mππ < 5.8 GeV/c2 in

data. The simulation does not replicate the data exactly but does approximates the

shapes of the distributions observed in data. The simulations of signal and background

do introduce a difference between the joint distribution of t′min and t′max in signal and

background (see figure 7.3) allowing the effect of this difference to be studied using the

fast simulation.

The simulation also needs to generate the variables used by the separation fit de-

scribed in chapter 4. Those variables are:
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Figure 7.1: Comparison of the joint distribution of t′min and t′max in fast simulation B0 →
π+π− events and background subtracted signal events in data. The joint distribution of
t′min and t′max has been projected onto 4 directions: t′min; t

′
max; (t′max+t′min); (t′max−t′min).

The fast simulation models the data well.
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Figure 7.2: Comparison of the joint distribution of t′min and t′max in fast simulation
background events and background events taken from the mass region 5.6 < Mππ < 5.8
GeV/c2 in data. The joint distribution of t′min and t′max has been projected onto 4
directions: t′min; t

′
max; (t′max + t′min); (t′max− t′min). The fast simulation does not replicate

the data exactly but does approximate the shapes of the distributions in data.
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Figure 7.3: Comparison of the joint distribution of t′min and t′max in fast simulation
B0 → π+π− (signal) and background events. The joint distribution of t′min and t′max

has been projected onto 4 directions: t′min; t
′
max; (t′max + t′min); (t′max − t′min). The fast

simulation produces different distributions for signal and background. The size of the
difference compares well to that observed in data (see figure 5.19).
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• Mππ, the invariant mass of the two final state particles assuming they are pions;

• ptot = p1 + p2, the scalar sum of the momenta (pi) of each particle;

• α = q1

(
1− p1

p2

)
, the imbalance between the moduli of the momenta (pi) of

the two particles weighted by the charge (q1) of the particle with the smaller

momentum (p1);

• ID1, function of dE/dx for the particle with the smaller momentum;

• ID2, function of dE/dx for the particle with the larger momentum.

The fast simulation already generates the momenta of the two particles and so

α and ptot can be calculated from them. Figures 7.4 and 7.5 show the distributions

of α obtained for each of the simulated decay modes. Figures 7.6 and 7.7 show the

distributions of ptot for each decay mode. Included in those figures are the projections

of the parameterised joint distribution P (α, ptot | sj), from equation 4.32, used in the

final likelihood fit. The fast simulation models this distribution well. Also shown are

the projections of the same probability density function but this time with parameters

determined from a fit to the fast simulated data. The parameterisation of P (α, ptot | sj)

determined from the fast simulation is used in fits performed on the simulated data

in order to remove any effects due to differences between simulation and data from

studies of the performance of the method.

The distributions of α and ptot produced by the fast simulation of background are

shown in figure 7.8. Also shown are the projections onto α and ptot of the probability

density function P (α, ptot | b), from equation 4.33, used in the final likelihood fit. The

fast simulation of background does not approximate this distribution well. It is not

desirable to redistribute α and ptot according to P (α, ptot | b) as this would destroy

the relationship between these and the lifetime related variables; instead, a different

parameterisation of these variables, based on the joint distribution used for signal from

equation 4.32, is determined from the simulated data to be used in the studies of
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(c) B0 → K+π−.
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(d) B0 → π+K−.
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(e) B0
s → K+π−.
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(f) B0
s → π+K−.

Figure 7.4: The distributions of α produced by the fast simulation of each of the
B0

(s) → h+h′− modes (black points). The blue curves show the projections onto α

of the joint distribution of P (α, ptot | s) used in the likelihood function describing
data. The fast simulation reproduces the distribution expected in data well. The red
curves show the projection onto α of the same function reparameterised using the fast
simulation data.



7.2 Fast simulation 157

!
-0.8 -0.6 -0.4 -0.2 -0 0.2 0.4 0.6 0.8

Ev
en

ts
 p

er
 0

.0
32

500

1000

1500

2000

2500

3000

parameterisation for simulation

parameterisation for data

(a) Λ0
b → pK−.
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(b) Λ0
b → K+p.
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(c) Λ0
b → pπ−.
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(d) Λ0
b → π+p.

Figure 7.5: The distributions of α produced by the fast simulation of each of the
Λ0

b → ph− modes (black points). The blue curves show the projections onto α of the
joint distribution of P (α, ptot | s) used in the likelihood function describing data. The
fast simulation reproduces the distribution expected in data well. The red curves show
the projection onto α of the same function reparameterised using the fast simulation
data.
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s → K+K−.
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(b) B0 → π+π−.
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(c) B0 → K+π−.
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(d) B0 → π+K−.
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(e) B0
s → K+π−.
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(f) B0
s → π+K−.

Figure 7.6: The distributions of ptot produced by the fast simulation of each of the
B0

(s) → h+h′− modes (black points). The blue curves show the projections onto ptot

of the joint distribution of P (α, ptot | s) used in the likelihood function describing
data. The fast simulation reproduces the distribution expected in data well. The red
curves show the projection onto ptot of the same function reparameterised using the
fast simulation data.
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(a) Λ0
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(c) Λ0
b → pπ−.
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(d) Λ0
b → π+p.

Figure 7.7: The distributions of ptot produced by the fast simulation of each of the
Λ0

b → ph− modes (black points). The blue curves show the projections onto ptot of the
joint distribution of P (α, ptot | s) used in the likelihood function describing data. The
fast simulation reproduces the distribution expected in data well. The red curves show
the projection onto ptot of the same function reparameterised using the fast simulation
data.
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(a) α.
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(b) ptot.

Figure 7.8: The distributions of α (left) and ptot (right) produced by the fast simulation
of background (black points). The blue curves show the projections onto α and ptot of
the joint distribution of P (α, ptot | b) used in the likelihood function describing data.
The red curves show the projection onto α and ptot of a parameterisation of the joint
distribution of α and ptot fit to the fast simulation as described in the text.

the performance of the method. The projections of the background joint probability

density function for α and ptot used for pseudo-experiments are also shown in figure 7.8.

It now remains to simulate the variables Mππ, ID1 and ID2 used by the separation

fit. The probability of observing a particular set of Mππ, ID1 and ID2 is dependent on

α and ptot and the probability density function (PDF) is described by equation 6.4 for

signal events and equation 6.5 for background events. These are the PDFs used for

the separation fit. Values of Mππ, ID1 and ID2 are randomly generated according to

the PDF for the separation fit using an accept or reject method in the following way.

The values of α and ptot produced for an event by the fast simulation are combined

with values of Mππ, ID1 and ID2 randomly chosen from a uniform distribution in the

ranges 5.0 < Mππ < 5.8 GeV/c2 for mass and −4.0 < IDi < 4.0 for ID1 and ID2. The

probability of observing this combination of variables is calculated from the separation

PDF (equation 6.4 for signal or equation 6.5 for background). A test probability is

generated uniformly between zero and a maximum which is slightly larger than the

maximum separation probability obtainable. If the test probability is smaller than the

probability of observing the particular combination of α, ptot, Mππ, ID1 and ID2 then
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the Mππ, ID1 and ID2 generated are kept for that event, otherwise they are rejected

and new values of Mππ, ID1 and ID2 are randomly chosen to be combined with the

same values of α and ptot. The process continues until values for Mππ, ID1 and ID2

have been accepted for each simulated α and ptot.

In this way values of Mππ, ID1 and ID2 are simulated for all events, consistent

with the PDFs describing their distributions and with α and ptot. This method of

generating Mππ, ID1 and ID2 leaves them independent of the variables t′0, t
′
min and

t′max.

7.3 Performance of the full fit

The performance of the complete likelihood from section 6.3 is tested by performing ∼

1000 pseudo-experiments on fast-simulated samples. For each pseudo-experiment 13479

events are generated, which is the the number of signal and combinatorial background

events observed in the data sample in [41]. The number of each type of B0
(s) → h+h′−,

Λ0
b → ph− and combinatorial background events is allowed to vary multi-nomially

for each pseudo-experiment. The mean fractions used for each event type are taken

from [41]. Figure 7.9 shows the distribution of pulls for the B0 lifetime returned by 869

pseudo-experiments and a Gaussian curve that has been fitted to the pull distribution.

The distribution is Gaussian and has a width of 1.015 ± 0.029, consistent with 1.0,

suggesting that the error on the B0 lifetime is correctly estimated by the fit. The fitted

Gaussian has a mean of 0.076±0.036, inconsistent with zero. This indicates an intrinsic

bias to the measured B0 lifetime due to the method used to measure it.

Figure 7.10 shows the distribution of pulls for the B0
s lifetime returned by the same

869 pseudo-experiments as above and a Gaussian curve that has been fitted to the pull

distribution. The distribution is Gaussian and has a width of 0.984± 0.028, consistent

with 1.0, suggesting that the error on the B0
s lifetime is correctly estimated by the
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Figure 7.9: The distribution of pulls for
fitted B0 lifetime, τfit, from 869 pseudo-
experiments. The curve is a Gaussian
function fit to the points. The mean and
width of the Gaussian function and the
χ2 per degree of freedom for the fit are
shown
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Figure 7.10: The distribution of pulls for
fitted B0

s lifetime, τfit, from 869 pseudo-
experiments. The curve is a Gaussian
function fit to the points. The mean and
width of the Gaussian function and the
χ2 per degree of freedom for the fit are
shown

fit. The fitted Gaussian has a mean of 0.047 ± 0.036, slightly inconsistent with zero,

potentially indicating that the B0
s lifetime returned by the fit suffers a bias also.

The biases observed in the measurement of the B0 and B0
s lifetime are intrinsic to

the method used to measure them and include the effect of neglecting the term

P (t′min, t
′
max | α, ptot,Mππ, ID1, ID2, sj, trigger) (7.2)

in the likelihood function. Figure 7.11 shows the distribution of the difference between

the fitted and input B0 lifetime for the pseudo-experiments. A Gaussian fit to the

distribution gives a width of 14.94 ± 0.40 µm/c and a mean of 1.13 ± 0.52 µm/c.

Figure 7.12 shows the distribution of the difference between the fitted and input B0
s

lifetime for the pseudo-experiments. A Gaussian fit to the distribution gives a width

of 32.79 ± 0.85 µm/c and a mean of 4.6 ± 1.2 µm/c. The means of these two fits are

taken as the systematic uncertainties on the measured B0 and B0
s lifetimes due to the

bias intrinsic to the method. This includes the effect of neglecting the probability of

observing t′min and t′max in the likelihood, function 7.2. Table 7.1 summarises the results

of the Gaussian fits to the pull and residual distributions.
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Figure 7.11: Distribution of the difference
between the fitted and input B0 lifetimes
(τfit − τtruth) for 869 pseudo-experiments.
The curve is a Gaussian function fit to
the points. The mean and width of the
Gaussian function and the χ2 per degree
of freedom for the fit are shown
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Figure 7.12: Distribution of the difference
between the fitted and input B0

s lifetimes
(τfit − τtruth) for 869 pseudo-experiments.
The curve is a Gaussian function fit to
the points. The mean and width of the
Gaussian function and the χ2 per degree
of freedom for the fit are shown

Distribution Mean Width
B0 lifetime pull 0.067± 0.036 1.015± 0.029
B0

s lifetime pull 0.047± 0.036 0.984± 0.028
B0 lifetime residual 1.13± 0.52 µm/c 14.94± 0.40 µm/c
B0

s lifetime residual 4.6 ± 1.2 µm/c 32.79± 0.85 µm/c

Table 7.1: Parameters of Gaussian fits to the pull and residual distributions shown in
figures 7.9 to 7.12 from the study of the performance of the combined likelihood.
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7.4 An alternative approach

The likelihood described in section 6.3 included a term that described the distribution

of t′min and t′max given the event type and the observables used in the separation:

P (t′min, t
′
max | α, ptot,Mππ, ID1, ID2, sj, trigger).

In the standard fit tested in section 7.3 it has been assumed that this term is the same

for all signal modes and background so that the term factors out of the likelihood

and can be neglected. This has been shown to be a reasonable assumption between

decay modes (see figure 6.1, page 139) but is not true between signal and background

(figure 5.14, page 113).

In section 6.2 an alternative parameterisation of the likelihood (parameterisation 2)

was determined to try to account for this neglected term. Using this parameterisation

the signal part of the likelihood becomes

Lsg = P (trigger | all)P (s | t′min, t
′
max, trigger)

∑
j

P (sj | s, trigger)·Lsep sg
j ·Llife sg

j . (7.3)

The term P (sj | s, trigger) is the fraction of signal that is of decay type j. The

term P (s | t′min, t
′
max, trigger) can be approximated to P (s | κ, trigger) using a Fisher

discriminant analysis as described in section 5.10 and then parameterised using the

Lagrange interpolating polynomial as described in section 5.13.

The lifetime part of the signal likelihood (Llife sg
j ) is unchanged from the standard

likelihood described in section 6.3. The separation part of the signal likelihood using

this parameterisation is

Lsep sg
j = P (α, ptot | sj, t′min, t

′
max, trigger)

× P (Mππ | sj, α, ptot, t
′
min, t

′
max, trigger)

× P (ID1, ID2 | sj, α, ptot, t
′
min, t

′
max, trigger).

(7.4)
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With this parameterisation all of the separation probability density functions depend

on t′min and t′max. In order to return to the separation signal likelihood of equation 6.26,

section 6.3, it is necessary to assume that α, ptot, Mππ, ID1 and ID2 are independent

of t′min and t′max. Figure 7.13 shows the relationship between t′min and t′max and the

separation variables, Mππ and ID, determined from the fast simulation of B0 → π+π−

events. There are no observable correlations in these distributions so Mππ, ID1 and

ID2 are independent of t′min and t′max. Figure 7.14 shows the relationship between t′min

and t′max and the momentum separation variables, α and ptot, determined from the

fast simulation of B0 → π+π− events. There is a strong dependence of t′min and t′max

on ptot and the minimum values of t′min and t′max are dependent on both α and ptot.

This dependence arises because the distribution of momentum between the two decay

products is dependent on the boost imparted to them by the B meson which is also

linked to the impact parameters of the two tracks which are used to determine the

lifetime acceptance. The assumption that α and ptot are independent of t′min and t′max

is not a good one.

The background part of the likelihood using this parameterisation is

Lbg = P (trigger | all)P (b | t′min, t
′
max, trigger)

∑
l

P (bl | b, trigger) · Lsep bg
l · Llife bg

l . (7.5)

The term P (bl | b, trigger) is the fraction of background that is of type l and the term

P (b | t′min, t
′
max, trigger) = 1 − P (s | t′min, t

′
max, trigger). As for the signal part of the

likelihood, the lifetime part of the background likelihood (Llife bg
l ) is unchanged from

that in section 6.3 and the separation part of the background likelihood is

Lsep bg
l = P (α, ptot | bl, t′min, t

′
max, trigger)

× P (Mππ | bl, α, ptot, t
′
min, t

′
max, trigger)

× P (ID1, ID2 | bl, α, ptot, t
′
min, t

′
max, trigger).

(7.6)

Once again, each of the separation probability density functions are now dependent on
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(a) Distribution of t′min and Mππ. (b) Distribution of t′max and Mππ.

(c) Distribution of t′min and ID. (d) Distribution of t′max and ID.

Figure 7.13: The relationship between the lifetime limits, t′min and t′max, and the sep-
aration variables, Mππ and ID, determined from the fast simulation of B0 → π+π−.
There is no observable correlation. The correlation coefficient, ρ, is given.
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(a) Distribution of t′min and α. (b) Distribution of t′max and α.

(c) Distribution of t′min and ptot. (d) Distribution of t′max and ptot.

Figure 7.14: The relationship between the lifetime limits, t′min and t′max, and the
momentum separation variables, α and ptot, determined from the fast simulation of
B0 → π+π−. The correlation coefficient, ρ, is given. There is a strong dependence of
t′min and t′max on ptot and the minimum values of t′min and t′max are dependent on both
α and ptot.
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Figure 7.15: The distribution of pulls for
fitted B0 lifetime, τfit, from 839 pseudo-
experiments using the alternative likeli-
hood. The curve is a Gaussian function
fit to the points. The mean and width
of the Gaussian function and the χ2 per
degree of freedom for the fit are shown
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Figure 7.16: The distribution of pulls for
fitted B0

s lifetime, τfit, from 839 pseudo-
experiments using the alternative likeli-
hood. The curve is a Gaussian function
fit to the points. The mean and width
of the Gaussian function and the χ2 per
degree of freedom for the fit are shown

t′min and t′max and the same assumptions are needed here as for signal.

This parameterisation attempts to partly deal with the term

P (t′min, t
′
max | α, ptot,Mππ, ID1, ID2, sj, trigger)

in the standard likelihood but in so doing adds a dependence on t′min and t′max to the

probability of observing α and ptot which is neglected.

To determine which assumptions, associated with each likelihood, produce the least

biased result a series of ∼ 1000 pseudo-experiments were performed on fast simulated

data using this alternative likelihood. Figure 7.15 shows the distribution of pulls for the

B0 lifetime returned by the pseudo-experiments and a Gaussian fit to the distribution.

Figure 7.15 shows the distribution of pulls for the B0
s lifetime. Figures 7.17 and 7.18

show the distributions of the residual of the lifetime fit (τfit − τtruth) for the B0 and B0
s

lifetimes respectively. Table 7.2 shows the parameters obtained from the Gaussian fits

to each of the pull and residual distributions.

The biases on the measurements on the B0 and B0
s lifetime using this likelihood are
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Figure 7.17: Distribution of the difference
between the fitted and input B0 lifetimes
(τfit − τtruth) for 839 pseudo-experiments
using the alternative likelihood. The
curve is a Gaussian function fit to the
points. The mean and width of the Gaus-
sian function and the χ2 per degree of
freedom for the fit are shown
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Figure 7.18: Distribution of the difference
between the fitted and input B0

s lifetimes
(τfit − τtruth) for 839 pseudo-experiments
using the alternative likelihood. The
curve is a Gaussian function fit to the
points. The mean and width of the Gaus-
sian function and the χ2 per degree of
freedom for the fit are shown

Distribution Mean Width
B0 lifetime pull 0.893± 0.036 1.002± 0.030
B0

s lifetime pull 0.502± 0.037 0.983± 0.027
B0 lifetime residual 14.97± 0.61 µm/c 16.63± 0.49 µm/c
B0

s lifetime residual 19.7 ± 1.3 µm/c 36.8 ± 1.1 µm/c

Table 7.2: Parameters of Gaussian fits to the pull and residual distributions shown in
figures 7.15 to 7.18 from the study of the performance of the alternative likelihood.
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14.97 µm/c and 19.7 µm/c respectively. This compares to biases of 1.13 µm/c on the

B0 lifetime and 4.6 µm/c on the B0
s lifetime measured using the standard lifetime in

section 7.3.

To determine whether it is the assumption that α, ptot, Mππ, ID1 and ID2 are

independent of t′min and t′max that has caused the large biases or if it is the process

of approximating P (s | t′min, t
′
max, trigger) to P (s | κ, trigger) using the Fisher linear

discriminant analysis, it is necessary to remove the separation part of the likelihood.

This can be done for a sample containing only background and B0 → π+π− events.

In this sample the signal and background can be separated using a simple mass fit

(exponential distribution for background and a sum of two Gaussians for signal). B0 →

π+π− is chosen because in this mode the lifetime probabilities do not depend on α

and ptot (as this mode is correctly reconstructed) and so α, ptot, ID1 and ID2 can be

completely removed from the likelihood. The mass fit can be used to define the signal

and background regions used to determine the Fisher direction in the same way as the

separation fit was used.

Four studies, each of 1000 pseudo-experiments, are performed using B0 → π+π−

plus background samples. For each pseudo-experiment an average of 6494 background

and 6000 B0 → π+π− events are generated using the fast simulation with the fractions

varied binomially for each sample. The four studies each use a different likelihood:

1. the standard likelihood, including the separation fit;

2. the alternative likelihood using the term P (s | κ, trigger) and the separation fit;

3. the standard fit, but with the separation fit replaced by the simple mass fit;

4. the alternative fit using the term P (s | κ, trigger) and the mass fit.

For each set of pseudo-experiments the distribution of residuals (τfit−τtruth) is fitted

with a Gaussian distribution. The mean and width of each of these fits is summarised

in table 7.3. The standard likelihood with the separation fit has a bias of 1.39 µm/c.
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Likelihood Mean (µm/c) Width (µm/c)
1. Standard with separation 1.39 ± 0.40 11.97 ± 0.29
2. Alternative with separation 8.34 ± 0.43 12.72 ± 0.33
3. Standard with mass −2.75 ± 0.39 11.89 ± 0.30
4. Alternative with mass −2.40 ± 0.41 12.07 ± 0.33

Table 7.3: Parameters of Gaussian fits to the residual distributions from fits using four
likelihood configurations for fast simulated B0 → π+π− plus background data.

Using the alternative likelihood with separation fit increases the bias to 8.34 µm/c. This

is consistent with the results for all signal modes plus background where an increase

in the bias was seen when changing from the standard to the alternative likelihood.

The standard likelihood with the separation fit replaced by a mass fit shows a bias of

−2.75 µm/c. Using the alternative likelihood with a mass fit slightly reduces this bias

to −2.40 µm/c.

The two studies using the mass fit in place of the separation fit demonstrate that,

on its own, it is not the process of approximating P (s | t′min, t
′
max, trigger) to P (s |

κ, trigger) using the Fisher linear discriminant analysis that is significantly increasing

the bias when using the alternative likelihood. It is only when this likelihood uses the

separation fit that a large bias is observed. This suggests that it is the assumption

that α, ptot, Mππ, ID1 and ID2 are independent of t′min and t′max that has caused the

large bias. It can also be seen from the studies using the mass fit that the alternative

likelihood is only making a slight improvement to a bias that is, in any case, small.

The alternative likelihood described above was tested to see if it reduced the bias

due to assuming that the term P (t′min, t
′
max | α, ptot,Mππ, ID1, ID2, sj, trigger) was the

same for signal and background by partially accounting for the distribution of t′min and

t′max. In fact the assumptions that had to be made to partly model this term led to a

far larger bias so this likelihood is not used for the final measurement.
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Distribution Mean Width
B0 lifetime pull −0.122± 0.033 0.998± 0.025
B0

s lifetime pull −0.005± 0.035 1.032± 0.026
B0 lifetime residual −0.84± 0.44 µm/c 13.28± 0.32 µm/c
B0

s lifetime residual 2.5 ± 1.1 µm/c 31.29± 0.77 µm/c

Table 7.4: Parameters of Gaussian fits to the pull and residual distributions from the
study of the performance of the standard likelihood on signal only.

7.5 Performance of the full fit on signal only

Some of the tests of the systematic biases present, discussed below, are performed on

signal only. It is useful to know how the standard method performs on signal only to

use as a base line. 1000 pseudo-experiments were performed using the signal part of

the likelihood on fast simulation signal only samples. Table 7.4 summarises the widths

and means of Gaussian fits to the B0 and B0
s lifetime pull and residual distributions.

Biases of −0.844 µm/c on the B0 lifetime and 2.5 µm/c on the B0
s lifetime are observed.

These biases are intrinsic to the method used and include the effect of neglecting the

distribution of t′min and t′max. The bias in the signal only fit is already included in the

bias observed in the full fit with signal and background in section 7.3. That the bias

is smaller in signal only than in the full fit is expected because there was no observed

difference in the distributions of t′min and t′max between different signal decay modes

so the term describing the distribution of t′min and t′max in the likelihood is a constant

factor that can safely be neglected. A difference has been observed between signal and

background so neglecting the distribution of t′min and t′max leads to a larger bias when

background is included.
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7.6 SVT efficiency as a function of impact param-

eter

This analysis assumes that the particle track finding efficiency of the silicon vertex

trigger (SVT) is uniform for all events in the trigger and event selection acceptance.

The method will be insensitive to any SVT efficiency dependence on observables that

are independent of lifetime; however, it may be very sensitive to an SVT efficiency

dependent on variables that are directly or indirectly dependent on lifetime. It is not

possible to observe the SVT track finding efficiency using the B0
(s) → h+h′− sample

collected by the B PIPI trigger as both tracks in the event must have been found by

the SVT to appear in the sample.

Figure 7.19 shows the SVT efficiency observed in realistic simulation. The selection

requirements used by this analysis ensure the data sample only contains events with

track impact parameters less than 1000 µm. The simulated data show a drop in effi-

ciency before 1000µm. This drop in efficiency for large impact parameters is expected

in data but the exact shape and height of the efficiency distribution is very sensitive

to the period of data taking and the realistic simulation does not reproduce the distri-

bution exactly. The efficiency has improved over time and become flatter out to larger

impact parameters. The realistic simulated data in figure 7.19 represents early period

data and the expected drop in efficiency in real data is not as large.

The SVT efficiency has been measured using the three body decay B+ → D0π+

[63] in a sample that was also collected by a two track hadronic trigger using the SVT.

If two particular particles, for example the decay products of the D0, are required

to meet the trigger requirements then the third particle will be independent of the

trigger and can be used to determine the track finding efficiency of the SVT. The

track finding efficiency is determined as the fraction of particle tracks found by the

offline reconstruction that can be matched to an SVT track. The SVT efficiency as a
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Figure 7.19: The track finding efficiency of the SVT as a function of track impact
parameter in realistic simulation. The dashed lines show the minimum and maximum
impact parameters accepted by the trigger requirements.

Distribution Mean Width
B0 lifetime pull −0.331± 0.034 1.006± 0.026
B0

s lifetime pull −0.227± 0.035 0.966± 0.025
B0 lifetime residual −4.09± 0.43 µm/c 13.33± 0.31 µm/c
B0

s lifetime residual −5.00± 0.96 µm/c 29.42± 0.69 µm/c

Table 7.5: Parameters of Gaussian fits to the pull and residual distributions from the
study of the effect of non-flat SVT efficiency with respect to impact parameter.

function of impact parameter can be described by the function

εSVT = co erfc

(
d0 − c1
c2

)
, (7.7)

where erfc is a complimentary error function (defined as 1 minus the error function),

d0 is the track impact parameter and c0, c1 and c2 are parameters determined by a fit

to the data.

To test the effect of a varying SVT track finding efficiency with respect to impact

parameter 1000 pseudo-experiments were performed on signal only fast simulation.

The effect of a non-flat SVT efficiency was modelled in the fast simulation by rejecting

particles according to the measured SVT efficiency while the fit was performed assum-

ing the SVT efficiency was still flat. Table 7.5 summarises the results of Gaussian fits

to the B0 and B0
s lifetime pull and residual distributions
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The pseudo-experiments show biases on the measured B0 and B0
s lifetimes of -4.09

µm/c and 5.00 µm/c respectively. To avoid double counting effects already considered

in the systematic uncertainty intrinsic to the method, discussed in section 7.3, the bias

observed in these pseudo-experiments is compared to the base-line study performed

on signal only using the standard fit (section 7.5) and the difference is taken as the

systematic uncertainty. The systematic uncertainty due to assuming the SVT efficiency

as a function of impact parameter is flat for 0 < d0 < 1000 µm is 3.25 µm/c for the B0

lifetime and 7.5 µm/c for the B0
s lifetime. The difference between the two systematic

uncertainties arises because both lifetimes are measured together in the same sample,

dominated by B0 decays. As a check, the study described above was repeated on

samples containing only B0
s → K+K− or only B0 → π+π− decays. The induced biases

were −4.38 ± 0.33 µm/c and −4.34 ± 0.36 µm/c respectively, consistent with each

other.

7.7 SVT efficiency as a function of transverse mo-

mentum

The SVT efficiency as a function of transverse momentum (pT) in realistic simulation

is shown in figure 7.20. The efficiency is constant for most pT but drops at low pT.

The SVT efficiency as a function of pT for data has been determined using the three

body decay B+ → D0π+ in the same way as for the SVT efficiency as a function of

impact parameter [63]. The distribution is modelled using a third order polynomial

for 0 < pT ≤ 14 GeV/c and is constant for pT > 14 GeV/c. The effect of a non-flat

SVT track finding efficiency as a function of pT is determined from 1000 pseudo-

experiments performed on fast simulated data modified to replicate the shape of the

efficiency observed in data. Table 7.6 summarises the means and widths of Gaussian

fits to the distributions of pulls and residuals of the B0 and B0
s lifetimes. The residuals

indicate biases of 0.05 µm/c for the B0 and -1.5 µm/c for the B0
s lifetime. Comparing
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Figure 7.20: The track finding efficiency of the SVT as a function of transverse mo-
mentum in realistic simulation.

Distribution Mean Width
B0 lifetime pull −0.033± 0.032 0.977± 0.024
B0

s lifetime pull −0.086± 0.032 0.969± 0.026
B0 lifetime residual 0.05± 0.47 µm/c 14.24± 0.37 µm/c
B0

s lifetime residual −1.5 ± 1.1 µm/c 31.42± 0.85 µm/c

Table 7.6: Parameters of Gaussian fits to the pull and residual distributions from the
study of the effect of non-flat SVT efficiency with respect to transverse momentum.

this to the standard fit on signal only gives a systematic uncertainty due to variations

in the SVT track finding efficiency with respect to pT of 0.89 µm/c for the B0 lifetime

and 4.0 µm/c for B0
s lifetime.

7.8 Background mass-lifetime correlation

It has been assumed (see section 6.3) that the measured lifetime for background

events is independent of the reconstructed mass. Figure 7.21 shows the mean mea-

sured lifetime as a function of reconstructed mass for data events in the mass region

5.6 < Mππ < 6.2 GeV/c2. This mass region was chosen to be as broad as possible with-

out containing any B0
(s) → h+h′− or Λ0

b → ph− signal events and so extends beyond

the mass range used in the final lifetime fit. Also shown in the figure is a straight line

fit to the distribution. The fitted line has a slope of −19 ± 25 µmc/GeV consistent



7.9 Background momentum-lifetime correlation 177

]2 [GeV/c!!M
5.6 5.7 5.8 5.9 6 6.1 6.2

m
/c

]
µ

t [

350

400

450

500

550

Figure 7.21: Mean measured lifetime t as a function of invariant ππ-mass Mππ. This
mass range contains only combinatorial background events. The line is a straight line
fit to the distribution and has a slope −19± 25 µmc/GeV consistent with zero

with a gradient of zero and there appears to be no change in the gradient over this

mass range. Assuming that the background in this mass region is representative of

the background in the mass region 5.16 < Mππ < 5.8 GeV/c2 spanned by the lifetime

fit, then there is no observable correlation between reconstructed mass and measured

lifetime in background events.

7.9 Background momentum-lifetime correlation

In section 6.3 it was assumed that the measured lifetime for background events is

independent of the momentum variables α and ptot. Figure 7.22 shows the mean

measured lifetime as a function of α for background taken from the upper sideband in

data (5.6 < Mππ < 5.8 GeV/c2). Also shown is the same distribution in fast simulation

background. In data, the distribution is flat for |α| < 0.5 with the suggestion that the

mean lifetime drops for |α| > 0.5. The shape of the distribution is the same in the fast

simulation though the average lifetime is lower overall. Figure 7.23 shows the mean

measured lifetime as a function of ptot for background taken from the upper sideband

in data and the same distribution in fast simulation background. In this case the mean

lifetime is strongly dependent on ptot, the same dependence is also seen in the fast
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Figure 7.22: Mean measured lifetime t as
a function of charge weighted momentum
imbalance, α. The black points are for
data taken from the upper mass sideband
(5.6 < Mππ < 5.8 GeV/c2). The dis-
tribution is flat for |α| < 0.6. The red
points are fast simulated combinatorial
background. The distributions in data
and fast simulation have the same trend.
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Figure 7.23: Mean measured lifetime t as
a function of ptot. The black points are
for data taken from the upper mass side-
band (5.6 < Mππ < 5.8 GeV/c2). The
red points are fast simulated combinato-
rial background. There is a strong depen-
dence on ptot for lifetime. The fast simu-
lation replicates the trend in data.

simulation though, again, the mean lifetime is lower overall.

The assumption that the lifetime of background events is independent of α is rea-

sonable for |α| < 0.5, which includes most of the data, though is not good for large |α|.

The measured lifetime for background events is not independent of ptot, so the assump-

tion that it is independent leads to a systematic uncertainty. The fast simulation has

the same dependence of lifetime on both α and ptot, so the effect of this assumption is

already included in the bias observed in the full fit in section 7.3.

7.10 Background momentum model

Section 4.7 describes the probability density function (PDF) for the joint distribution of

α and ptot for signal (equation 4.32) and background (equation 4.33) events. Following

the approach in [41] it was assumed that the joint distribution of α and ptot is the

same for combinatorial and physics type background and an average distribution was

used for both background types. Figure 7.24 compares the distributions of α and ptot
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Figure 7.24: Comparison of the distributions of α (left) and ptot (right) in the high and
low mass sidebands.

for the low mass sideband (5 < Mππ < 5.125 GeV/c2) and the high mass sideband

(5.6 < Mππ < 6.2 GeV/c2). The mass regions used are shown in figure 4.8, page 84.

The high sideband contains only combinatorial background events. The low sideband

contains an unknown mixture of combinatorial and physics-type background. The two

mass sidebands have different distributions of both α and ptot.

To determine the sensitivity of the fit to the parameterisation of P (α, ptot | b) for

background alternative parameterisations were determined from fits to data in three

alternative mass regions:

• events in the high mass sideband only (5.6 < Mππ < 6.2 GeV/c2), only combina-

torial events;

• events from both the high (5.0 < Mππ < 5.125 GeV/c2) and low (5.6 < Mππ < 6.2

GeV/c2) mass sidebands, a mixture of combinatorial and physics type background

in approximately the same proportions as in the mass range (5 < Mππ < 5.8

GeV/c2) used in the standard fit;

• events in the low mass sideband only (5 < Mππ < 5.125 GeV/c2), a mixture of

both types of background with a higher proportion of physics-type background

than in the mass range used in the standard fit.

Figure 7.25 shows the projection onto α and ptot of the joint distribution of P (α, ptot | b)
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Parameterisation
Shift from standard fit
τB0 (µm/c) τB0

s
(µm/c)

Both −16 −10
HSB −39 −24
LSB + 5 + 2

Table 7.7: For fits using P (α, ptot | b) determined using the high mass sideband (HSB),
low mass sideband (LSB) or both sidebands (both) the shift from the standard fit of
the fitted lifetimes is summarised.

for each of the three samples. The blue curve is the projection of the joint PDF used

in the standard fit (equation 4.33, page 83). The red curves are the projections of fits

of the joint PDF on each of the three samples. In these fits the PDF used is the same

as that for signal (equation 4.32, page 82) and the α distribution was allowed to be

asymmetric. Figures 7.25c and 7.25d show the projections of the fitted distribution

for both sidebands. The standard and new parameterisations of P (α, ptot | b) are very

close so the signal PDF provides a satisfactory model for background also.

A full lifetime plus separation fit was performed on the data using each of the three

new parameterisations of P (α, ptot | b) and the shift in the fitted lifetimes from the

standard fit determined. The shift in the fitted lifetimes for each version is summarised

in table 7.7. It can be seen that the lifetime is very sensitive to the choice of background

parameterisation.

The background underneath the signal peak is predominantly combinatorial back-

ground and so is best described using P (α, ptot | b) determined from the high mass

sideband. This PDF does not describe the physics-type background well, however,

and so the background fraction in the low mass sideband will be pulled affecting the

total background fraction in the fit. The PDF P (α, ptot | b) determined using either

the low mass sideband or both sidebands will provide a better (though not complete)

description of the physics-type background but will not describe the combinatorial

background under the peak well and so, again, the background fraction in this region

will be pulled by the incorrect model of P (α, ptot | b). The distributions of lifetimes

in signal and background are very different from each other and so the lifetime fit is
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(a) ptot in the high mass sideband (HSB).
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(b) α in the high mass sideband (HSB).
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(c) ptot in both mass sidebands.
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(d) α in both mass sidebands.
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(e) ptot in the low mass sideband (LSB).
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(f) α in the low mass sideband (LSB).

Figure 7.25: Projection onto α and ptot of the joint distribution P (α, ptot | b) for
low mass sideband (LSB), high mass sideband (HSB) and both sidebands. The blue
curves are projections of the standard PDF. The red curves are projections of the
parameterised PDFs determined from a fit to the data shown.
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very sensitive to background misidentified as signal (and vice-versa) and hence the

background fraction.

In order to retain the low mass sideband containing physics type background and

reduce the systematic uncertainty due to the model of the joint distribution P (α, ptot |

b) it is necessary to model the distribution separately for each type of background. One

approach would be to try to determine the distribution for physics background using

the data itself from the low mass sideband with the distribution due to combinatorial

background removed from the total; however the fraction of physics background in

that mass region is unknown which could lead to a significant systematic remaining.

A second approach could use simulated data to determine P (α, ptot | b) for physics-

type background in the same way as is done for the signal modes (see section 4.7). As

discussed in section 4.5.2, page 77, there are many contributions to this background and

the branching ratios are not well known for all of them, also the detector and trigger

efficiencies and the momentum distributions would have to be very well modelled in

the simulation to in order to reproduce the correct joint distribution of α and ptot.

A much simpler approach, adopted here, is to exclude the low mass sideband from

the fit entirely; it is already excluded from the lifetime fit. Without a better under-

standing of the physics-type background this region does not provide additional useful

information to the separation fit. With a suitable minimum mass requirement the

background is exclusively combinatorial and it is appropriate to use the distribution,

P (α, ptot | b), determined from the high mass sideband to model all of the background.

The physics type background is suppressed by kinematics above Mππ ≈ 5.15 GeV/c2

and so restricting the mass region used in the final fit to Mππ > 5.16 GeV/c2 leaves

minimal contamination from physics-type background in the sample. This requirement

does remove some B0 → K+π− and B0 → π+K− events but is below the B0
s → K+K−

contribution.

Figure 7.26 shows the mass projection of a separation only fit to the data with the
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Figure 7.26: ππ-invariant mass projection of the separation only fit applied to data
with the mass region Mππ < 5.16 GeV/c2 excluded.

low mass sideband excluded from the sample.

7.11 Background mass model

An exponential function was chosen empirically to model the Mππ distribution for

combinatorial background. To test the sensitivity of the fit to the choice of background

mass shape two alternative parameterisations were tried in the full fit. The alternative

distributions were chosen because they produced a reasonable residual in the mass

projection of a separation only fit (figures 7.27b and 7.27c). A first order polynomial

was also tried but, as can be seen from figure 7.27a, the residual distribution shows that

the fit consistently overestimates the population in the high mass region (Mππ > 5.6

GeV/c2) and so a first order polynomial is discounted.

Table 7.8 summarises the shift from the standard fit on data of the B0 and B0
s fitted
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(a) First order polynomial.
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(b) Second order polynomial.
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(c) Third order polynomial.

Figure 7.27: ππ-invariant mass projection of separation only fits using alternative
shapes for the combinatorial background.

Parameterisation
Shift from standard fit
τB0 (µm/c) τB0

s
(µm/c)

Polynomial, order 2 −2 0
Polynomial, order 3 −3 −1

Table 7.8: The shift from the standard fit of the fitted lifetimes for fits using a second
or third order polynomial to parameterise the background mass shape.

lifetimes when using a second or third order polynomial to describe the combinatorial

background mass shape. The B0 lifetime is shifted more than the B0
s lifetime because

the B0
s → K+K− decay mode mass peak lies at higher mass where there is a tighter

constraint on the background fraction from the high mass region. The largest observed

shifts in the B0 and B0
s lifetimes are taken as the systematic uncertainties due to the

choice of background mass shape.

7.12 Background lifetime model

Section 5.9 describes the probability density function (PDF) for the lifetime distribu-

tion in background. This used a general parameterisation of the lifetime as it is not

necessary to know the physical meaning of the lifetime distribution. An alternative

PDF for the background lifetime distribution is the sum of n exponential distributions
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Figure 7.28: The sum of two exponential distributions fit to the lifetime distribution
for background events from the high mass sideband in data.

normalised to the region tmin < t < tmax:

P (t | b, tmin, tmax)


=

n∑
i=0

fi
1
τi
e
−t
τi

e
−tmin

τi −e
−tmax

τi

for tmin < t < tmax

= 0 for all other t

, (7.8)

where fi is the fraction of background with a mean lifetime τi. This parameterisation

was found to give an unsatisfactory fit to background events from a high statistics

sample of B+ → D0π+ candidates [63] and so this analysis uses the PDF described in

section 5.9 in preference to equation 7.8.

The lifetime of background events in the fast simulation is generated from the same

general function y(t) as is used in the background lifetime PDF. To test how robust

the PDF is to the true lifetime distribution the method is tested on fast simulated

data with background lifetimes generated according to equation 7.8. Two exponential

functions are used and the relative fraction and mean lifetimes are determined by

fitting the distribution to data taken from the high mass sideband (5.55 < Mππ < 5.8

GeV/c2) which contains only combinatorial background. Figure 7.28 shows the lifetime

projection of the fit obtained.

1000 pseudo-experiments were performed on fast-simulated samples generated with
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Distribution Mean Width
B0 lifetime pull −0.412± 0.037 1.040± 0.030
B0

s lifetime pull −0.090± 0.038 1.019± 0.032
B0 lifetime residual −5.14± 0.52 µm/c 14.61± 0.39 µm/c
B0

s lifetime residual −1.2 ± 1.2 µm/c 32.63± 0.93 µm/c

Table 7.9: Parameters of Gaussian fits to the pull and residual distributions from the
study of the sensitivity of the method to the background lifetime distribution.

the alternative background lifetime distribution. Table 7.9 summarises the results of

Gaussian fits to the B0 and B0
s lifetime pull and residual distributions.

The residuals indicate biases on the measured B0 and B0
s lifetimes of -5.14 µm/c

and 1.20 µm/c respectively. Comparing this to the standard fit gives a systematic

uncertainty due to the choice of background model of 6.27 µm/c for the B0 lifetime

and 5.8 µm/c for B0
s lifetime.

7.13 Particle identification model

The probability density function for particle identification is described in section 4.6.

It includes 48 parameters measured with some statistical uncertainty and fixed in the

likelihood. The systematic uncertainty on the measured lifetime due to the statisti-

cal uncertainty on the parameters in the particle identification PDF was determined

for the previous measurement of the B0
s lifetime in B0

s → K+K− decays [53]. This

was assessed by re-performing the lifetime fit with the parameters randomly varied

within a 1σ sphere. This was repeated 100 times with different random shifts in the

parameters and the root mean square of the distribution of fitted lifetimes taken as the

systematic uncertainty resulting from the statistical uncertainty on the particle iden-

tification PDF. This approach neglects the correlation between the parameters of the

PDF and so is conservative. The previous analysis assessed a systematic uncertainty

due to the statistical uncertainty on the particle identification PDF of 2.0 µm. This is

much smaller than the expected statistical uncertainty on the measured B0
s → K+K−
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lifetime and the same uncertainty is quoted for this analysis.

7.14 Input masses

The kinematic part of the likelihood distribution takes as input the masses of the B0,

B0
s and Λ0

b mesons as measured by CDF (section 4.5). The global mass scale is free

to vary in the fit (each of the three input masses is allowed to shift by the same mass,

∆m) however the difference between the masses is fixed. To test the sensitivity of

the fit to the uncertainty on the B0
(s) and Λ0

b masses, the likelihood maximisation on

data is repeated six times with the input masses individually varied by plus or minus

the statistical uncertainty on the CDF measurements. The largest observed shift in

the measured lifetime was 0.1 µm; more than an order of magnitude smaller than the

largest systematic uncertainties so can be neglected.

7.15 B0
s lifetime in the B0

s → K+π− decay

The B0
(s) → h+h′− events include contributions from the decay B0

s → K+π− and its

conjugate. This analysis assumes that the B0
s lifetime in B0

s → K+π− is the same as

the B0 lifetime and this mode contributes to the measurement of the B0 lifetime in

the fit. As a check the combined separation and lifetime fit was performed with the

lifetime in B0
s → K+π− included as an additional parameter, free to vary in the fit.

The B0
s lifetime in B0

s → K+K− remained unchanged. The B0 lifetime shifted by −2

µm/c, much less than than the statistical uncertainty on the B0 lifetime. The lifetime

in B0
s → K+π− was consistent with the B0 lifetime however the statistical uncertainty

was 79 µm/c. An additional 2 µm/c systematic uncertainty is added to the B0 lifetime

due to assuming the B0
s lifetime in B0

s → K+π− decays equals the B0 lifetime.
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7.16 Other sources of uncertainty

Other potential sources of systematic uncertainty in lifetime measurements have been

considered by the first analysis to use the simulation free method to remove the lifetime

bias caused by the hadronic trigger [63], as used here. The largest of these uncertainties,

such as the effect of the track finding efficiency of the SVT, have already been discussed

in this chapter. The remaining ones were found to be less than 0.5 µm/c, an order

of magnitude smaller than the other systematic uncertainties and far smaller than the

expected statistical uncertainty, so negligible for this analysis. A brief discussion of

these sources of uncertainty is included here.

7.16.1 Silicon alignment

Misalignment of the silicon wafers will affect the determination of the p-p̄ beam position

and measurements of particle impact parameters and B meson decay vertex positions

as well as the selection of events by the hadronic B PIPI trigger. The silicon wafers

are conservatively estimated to be aligned to within 50 µm [67]; this is much smaller

than the typical distance travelled by B mesons in the detector (1 cm) and smaller than

the minimum transverse distance between the primary interaction and B decay vertices

required for the data sample used in this analysis (300 µm). The systematic uncertainty

on the measured lifetime due to misalignment of the silicon wafers is estimated to be

0.4 µm/c for data collected by the hadronic triggers [63].

7.16.2 Lifetime resolution

It has been assumed that the resolution of the measured lifetime is Gaussian distributed

(section 5.3). Other CDF lifetime analyses have found that the resolution distribution

actually has three Gaussian components [68]. In [63] the effect of assuming the lifetime

resolution is Gaussian was estimated by performing 1000 pseudo-experiments on fast
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B0 lifetime systematic uncertainty
Systematic Uncertainty (µm/c)
Method bias 1.13
SVT-efficiency with respect to d0 3.25
SVT-efficiency with respect to pT 0.89
Background mass model 3
Background lifetime model 6.27
Parameterisation of dE/dx 2.0
B0

s → K+π− lifetime 2
Total 8.30

Table 7.10: Summary of the systematic uncertainties on the measurement of the B0

lifetime. The total is the sum in quadrature of the individual uncertainties.

simulated samples with measured lifetimes smeared by a three Gaussian resolution

function. The experiments then measured the lifetime of the sample assuming a single

Gaussian resolution function. A systematic uncertainty of 0.27 µm/c was estimated.

7.16.3 SVT efficiency as a function of η

Just as the SVT track finding efficiency is not uniform as a function of impact parame-

ter (section 7.6) and particle transverse momentum (section 7.7) it is also non-uniform

as a function of the η of the particle. The η of the decay products is independent of the

B meson lifetime, however, so the method should be insensitive to changes in the SVT

efficiency with η. The systematic uncertainty due to the non-uniform SVT efficiency

as a function of η was estimated to be 0.3 µm/c [63].

7.17 Summary of systematic uncertainties

Tables 7.10 and 7.11 summarise the systematic uncertainties on the measurements of

the B0 and B0
s lifetimes respectively. The totals are the sum in quadrature of all the

contributions to the systematic uncertainty.

The systematic uncertainty on the B0 lifetime is dominated by the uncertainty on
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B0
s lifetime systematic uncertainty

Systematic Uncertainty (µm/c)
Method bias 4.6
SVT-efficiency with respect to d0 7.5
SVT-efficiency with respect to pT 4.0
Background mass model 1
Background lifetime model 5.8
Parameterisation of dE/dx 2.0
B0

s → K+π− lifetime 0
Total 11.5

Table 7.11: Summary of the systematic uncertainties on the measurement of the B0
s

lifetime in its decay to B0
s → K+K−. The total is the sum in quadrature of the

individual uncertainties.

the parameterisation of the background lifetime distribution and the non-uniformity

of the SVT track finding efficiency with respect to particle impact parameter. The

largest systematic uncertainty on the B0
s lifetime is the non-uniform SVT efficiency with

respect to impact parameter. The efficiency with respect to transverse momentum, the

background lifetime model and the general bias in the method are also significant for

this lifetime. The total systematic uncertainty on the B0
s lifetime is 12 µm/c compared

to the expected statistical uncertainty of about 33 µm/c. At the close of CDF it is

anticipated that 8 fb−1 integrated luminosity will have been collected. With this data

sample size the statistical and systematic uncertainties will be of comparable size.

7.18 Projections of the final fit

The lifetime of the B0 meson and the lifetime of the B0
s meson in its decay B0

s → K+K−

are determined by maximising the likelihood described in section 6.3 for the data

sample described in sections 3.2 to 3.4. The projection of the fitted PDF onto the

lifetime variable is shown in figure 7.29 along with the distribution of the difference

between the binned projection and the binned lifetime distribution in data divided

by the statistical uncertainty on the true distribution (the residual). The combined

separation and lifetime PDF models the lifetime distribution in data well. Figures 7.30,
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Figure 7.29: Lifetime projection of the final fit.

7.31 and 7.32 show the projection of the fitted PDF onto the other variables in the

likelihood and the associated residual distributions. The fitted PDF models all of the

distributions well. The lifetimes measured by this analysis will be presented in the

next chapter.

7.19 Summary

This chapter assessed the performance of the methods used by this analysis to simul-

taneously separate the contributions to the B0
(s) → h+h′− signal and measure the mean

lifetimes of the B0 meson and the B0
s meson in the decay B0

s → K+K−. Two different

likelihood functions were tested, each requiring different assumptions. The likelihood

which provided the least biassed measurements was chosen. The systematic uncertain-

ties due to the assumptions made in this analysis have been estimated and and the

total systematic uncertainty for the B0
s → K+K− lifetime is 13 µm/c, much smaller
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Figure 7.30: ππ-invariant mass projection of the final fit.

 [GeV/c]totp
10 15 20 25 30 35

Ev
en

ts
 p

er
 0

.4
8 

G
eV

/c

0

100

200

300

400

500

600

700

800

900

-!+K"0B
+!-K"

0B
KK"0sB

!!"0B
!K"0sB

combinatorial bkgd

 [GeV/c]totp
10 15 20 25 30 35

#
(fi

t -
 d

at
a)

/

-5
-4
-3
-2
-1
0
1
2
3
4
5

(a) ptot

!
-0.8 -0.6 -0.4 -0.2 -0 0.2 0.4 0.6 0.8

Ev
en

ts
 p

er
 0

.0
27

0

20
40

60

80

100

120
140

160

180

200
220

240

!
-0.8 -0.6 -0.4 -0.2 -0 0.2 0.4 0.6 0.8

"
(fi

t -
 d

at
a)

/

-5
-4
-3
-2
-1
0
1
2
3
4
5

(b) α

Figure 7.31: Projection of the final fit onto the α and ptot variables.



7.19 Summary 193

1ID
-3 -2 -1 0 1 2 3

Ev
en

ts
 p

er
 0

.1
2

0

50

100

150

200

250

300

350

400

450 -!+K"0B
+!-K"

0B
KK"0sB

!!"0B
!K"0sB

combinatorial bkgd

1ID
-3 -2 -1 0 1 2 3

#
(fi

t -
 d

at
a)

/

-5
-4
-3
-2
-1
0
1
2
3
4
5

(a) ID1

2ID
-3 -2 -1 0 1 2 3

Ev
en

ts
 p

er
 0

.1
2

0

100

200

300

400

500

2ID
-3 -2 -1 0 1 2 3

!
(fi

t -
 d

at
a)

/

-5
-4
-3
-2
-1
0
1
2
3
4
5

(b) ID2

2 - ID1ID
-5 -4 -3 -2 -1 0 1 2 3 4 5

Ev
en

ts
 p

er
 0

.1
7

0

100

200

300

400

500

2-ID1ID
-5 -4 -3 -2 -1 0 1 2 3 4 5

!
(fi

t -
 d

at
a)

/

-5
-4
-3
-2
-1
0
1
2
3
4
5

(c) ID1 − ID2

2+ID1ID
-5 -4 -3 -2 -1 0 1 2 3 4 5

Ev
en

ts
 p

er
 0

.1
7

0

100

200

300

400

500

2+ID1ID
-5 -4 -3 -2 -1 0 1 2 3 4 5

!
(fi

t -
 d

at
a)

/

-5
-4
-3
-2
-1
0
1
2
3
4
5

(d) ID1 + ID2

Figure 7.32: Projection of the final fit onto the IDi variables.
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than the expected statistical uncertainty.

Finally, the projections onto each of the separation variables of the final likelihood

fit to the data agree well with the distributions in data. The final chapter presents the

results of this fit.



Chapter 8

Results and discussion

8.1 Introduction

This thesis describes a method to measure the B0
s lifetime in the decay B0

s → K+K−

in a data sample collected by a hadronic trigger and containing several B0
(s) → h+h′−

decay modes. Section 7.18 introduced the likelihood fit used to measure the B0 and

B0
s → K+K− lifetime and the results of that fit are presented in this chapter. These

measurements are compared to previous measurements and theoretical predictions.

Section 1.6 discussed how the lifetime measured in B0
s → K+K− can be used to

search for the effects of new physics, in particular by comparison to the lifetime mea-

sured in B0
s → J/ψφ and that comparison is made here. Finally, section 8.3 considers

the prospects for the methods used in this analysis and for repeating this measurement.

8.2 Results

The analysis described and tested in the previous chapters provides a measurement of

the B0 lifetime of

τB0 = 1.558+0.050
−0.047 ± 0.028 ps, (8.1)

195
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where the convention is adopted that the first uncertainty is statistical and the second

systematic. As the B0 lifetime is already well measured, comparison of this measure-

ment with the world average measurement provides a good test of the analysis methods.

The world average measurement is τB0 = 1.530± 0.009 ps [2], in good agreement with

this measurement.

The B0
s lifetime in the decay B0

s → K+K− is measured by this analysis to be

τB0
s→K+K− = 1.51+0.13

−0.11 ± 0.04 ps. (8.2)

This is compatible with the previous CDF measurement on the first 360 pb−1 of this

data sample: τB0
s→K+K− = 1.53 ± 0.18 ± 0.02 ps [53] with an improved statistical

uncertainty. The quoted systematic uncertainty is larger for this analysis than the

earlier analysis. This is primarily due to the drop in SVT track finding efficiency

for high impact parameters (see section 7.6) which leads to a 0.025 ps systematic

uncertainty and does not impact on the simulation based method to account for the

trigger bias used in [53]. It should also be noted, however, that recent studies of the

ability of CDF realistic simulation to replicate the SVT track finding efficiency in

data have lead to additional systematic uncertainties of 0.014 ps [69] and 0.021 ps [70]

being included in the latest lifetime measurements using the simulation based method

from CDF.

The current world average of the flavour specific B0
s meson lifetime is τB0

s
= 1.417±

0.042 ps [2]. A recent measurement at CDF using B0
s → Dsπ decays provides the

worlds best measurement of the B0
s lifetime: τB0

s
= 1.518± 0.041± 0.27 ps [69] (which

is also closer to the B0 lifetime than previous measurements). No difference is observed

between the flavour specific B0
s lifetime and the B0

s lifetime measured in B0
s → K+K−

decays here.

Assuming that B0
s → K+K− is a 100% CP-even eigenstate the lifetime measured in

the decay B0
s → K+K− is the lifetime of the light B0

s mass eigenstate: τB0
s

= τB0
s L

. The



8.2 Results 197

current world average B0
s L lifetime is τB0

s L
= 1.45+0.14

−0.12 ps [2], in agreement with this

measurement. No difference between the lifetime of the light B0
s mass eigenstate and

the B0
s lifetime measured in B0

s → K+K− decays has been observed. The uncertainty on

τB0
s→K+K− from this analysis is competitive with the uncertainty on the world average

τB0
s L

lifetime; however, theory predicts that B0
s → K+K− is only 95% CP-even [19] so a

careful consideration of the CP composition of this mode is needed before a statement

on τB0
s L

can be made, which is beyond the scope of this thesis.

Comparison of the B0
s lifetime measured in B0

s → K+K− with the lifetime measured

in the CP-even component of B0
s → J/ψφ can be used to determine the CP phase

in the b → suu decay amplitude. The most recent CDF lifetime measurements in

B0
s → J/ψφ find the lifetime of the light mass eigenstate is τB0

s L
= 1.44+0.076

−0.072 ± 0.022

ps [16]. This is consistent with the measurement in B0
s → K+K− so this analysis is not

sensitive to the CP-phase in the b → suu decay amplitude.

Assuming that B0
s → K+K− is 100% CP-even and that τB0

s
= τB0 , the width

difference in the B0
s -system for CP-eigenstates can be determined as

∆ΓCP

Γ
= 0.03+0.17

−0.15 ± 0.05 (8.3)

using the world average B0 lifetime. The previous CDF measurement on the first 360

pb−1 of this data sample obtained ∆ΓCP

Γ
= −0.09 ± 0.23 ± 0.03 using the 2005 world

average flavour specific B0
s lifetime τB0

s
= 1.454 ± 0.040 ps [71]. The current world

average is ∆ΓCP

Γ
= 0.10± 0.05. The result of this analysis is consistent with the world

average.

A recent theoretical calculation predicts ∆Γ
Γ

= 0.127± 0.24 [12]. The measurement

of this analysis is within 1σ of this prediction and is also consistent with zero.
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8.3 Future prospects

The uncertainties on the measurements in this analysis are dominated by the statistical

uncertainty. The current intention is that CDF will continue taking data into 2010

and it is anticipated that 8 fb−1 of data will be collected. Assuming that the number of

B0
s → K+K− events will scale with integrated luminosity the expected statistical error

on the B0
s lifetime in B0

s → K+K− decays with 8 fb−1 is 0.042 ps. In fact it is likely

that the hadronic triggers will be more heavily prescaled at high luminosities so this

is estimate is optimistic. Most of the systematic uncertainties will remain unchanged

with increased statistics except for the uncertainty due to the drop in the SVT track

finding efficiency at large impact parameters (discussed in section 7.6). Improvements

in the SVT have reduced the drop in track finding efficiency for impact parameters

approaching 1000 µm so this systematic uncertainty, currently the largest, will be

smaller for 8 fb−1. The uncertainty on this measurement will continue to be statistics

dominated with 8 fb−1 of integrated luminosity collected.

Beyond the Tevatron experiments the next place to study B mesons will be LHCb [72],

due to begin collecting data in 2009. The LHCb detector will have much better particle

identification capabilities than CDF with its RICH detector providing 88% efficient

kaon identification for particles with a momentum between 2 and 100 GeV/c with an

average pion misidentification rate of only 3% in the same momentum range 1 [73].

Figure 8.1 shows the invariant mass distribution (KK-invariant mass) of simulated

B0
(s) → h+h′− and Λ0

b → ph− events meeting trigger and offline selection requirements

(described in [73]). There is very little background from B0
(s) → h+h′− or Λ0

b → ph−

events making this a much easier place to study B0
s → K+K− decays. Statistical

separation of the contributions will not be necessary removing the associated system-

atic uncertainties. The expected annual yield (L = 2fb−1) of B0
s → K+K− events at

LHCb is 35900 with an expected combinatorial background to B0
s → K+K− signal

1The pion misidentification rate can be further reduced with a corresponding reduction in the kaon
identification efficiency.
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Figure 8.1: KK-Invariant mass distribution of B0
s → K+K− candidates selected by

trigger and offline requirements from simulation (taken from [73] refer there for details
of selection requirements). The yellow histogram contains simulated B0

s → K+K−

events and the red histogram contains other simulated B0
(s) → h+h′− and Λ0

b → ph−

events.

ratio of < 0.08 and an expected ratio of other B0
(s) → h+h′− and Λ0

b → ph− events to

B0
s → K+K− events of 0.02 [74] which is much cleaner than the sample used in this

analysis with ∼ 27 times the number of B0
s → K+K− events. Assuming that the statis-

tical uncertainty assessed here will scale to LHCb the expected statistical uncertainty

on the B0
s lifetime measured in B0

s → K+K− decays would be 0.02 ps.

The lifetime distribution of decays collected using an impact parameter based trig-

ger will be biassed. This thesis describes a method for removing this bias without using

detailed simulation to model the effects of the trigger and this analysis is the second

measurement to use this method and the first on a two-body decay topology. It is in-

tended that the method will be used at LHCb for data collected by its hadronic triggers

[75] and this analysis is an important test of that method at a running experiment.
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8.4 Conclusions

This thesis described the statistical separation of a sample containing a number of

B0
(s) → h+h′− and Λ0

b → ph− decays and the measurement of the lifetimes of the B0

meson and the B0
s meson in B0

s → K+K− decays. The data used in this analysis were

collected by an impact parameter based trigger which biasses the lifetime distributions

in the data. A method to remove this bias without the need for detailed data and

detector simulation was used and this is the second time this method has been tested

on data. This is an important test as the LHCb experiment intends to use this method

to measure lifetimes in fully hadronic decay modes.

The B0 lifetime is measured to be

τB0 = 1.558+0.050
−0.047 ± 0.028 ps, (8.4)

in agreement with the current world average measurement. The B0
s lifetime in the

decay B0
s → K+K− is measured to be

τB0
s→K+K− = 1.51+0.13

−0.11 ± 0.04 ps. (8.5)

which is dominated by statistical the uncertainty. This measurement is not sensitive to

any difference between the B0
s lifetime in B0

s → K+K− decays and the flavour specific

B0
s lifetime or to the lifetime of the light B0

s mass eigenstate.

At the completion of running in 2010 it is anticipated that CDF will have a sensi-

tivity of 0.042 ps to the B0
s lifetime in B0

s → K+K− decays.
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